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ABSTRACT
A focusing acoustic wave field, emitted into a medium from its boundary, converges
to a focal spot around the designated focal point. Subsequently, the focused field
acts as a virtual source that emits a field propagating away from the focal point,
mimicking the response to a real source at the position of the focal point. In this first
part of a two-part review paper on virtual sources and their responses, we define the
focusing wave field as the time reversal of an observed point-source response. This
approach underlies time-reversal acoustics and seismic interferometry. We analyse
the propagation of a time-reversed point-source response through an inhomogeneous
medium, paying particular attention to the effect of internal multiples. We investigate
the differences between emitting the focusing field from a closed boundary and from
an open boundary, and we analyse in detail the properties of the virtual source.
Whereas emitting the time-reversed field from a closed boundary yields an accurate
isotropic virtual source, emitting the field from an open boundary leads to a highly
directional virtual source and significant artefacts related to multiple scattering. The
latter problems are addressed in Part II, where we define the focusing wave field as
an inverse filter that accounts for primaries and multiples.

Key words: Virtual source, Green’s function retrieval, Multiples.

INTRODUCTIO N

Motivation

The concept “virtual source” plays a role in a number of
current acoustic and seismic methods, namely, time-reversal
acoustics, seismic interferometry, and data-driven single-sided
focusing. This two-part review paper discusses these methods
in a unified way using the so-called “homogeneous Green’s
function” and its mathematical representations as the uni-
fying elements. By discussing these methods together, their
mutual relations and differences are made apparent. Time-
reversal acoustics and seismic interferometry (discussed in Part
I) are two sides of the same coin, with similar advantages and
shortcomings. Data-driven single-sided focusing (discussed in
Part II) circumvents several of the shortcomings. It underlies
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a novel imaging method that accounts for internal multiples
(so-called “Marchenko imaging”), and it provides a basis for
improving time-reversal acoustics and seismic interferometry.

Virtual sources and their responses

A virtual acoustic or seismic source inside a medium can be
created by emitting a focusing wave field from the bound-
ary into the medium. A properly designed focusing wave field
propagates through the medium and converges towards its
designated focal point. Because, at the focal point, there is no
sink to absorb the focused field, the field continues its prop-
agation, diverging away from the focal point. This diverging
wave field mimics the field that would be radiated by an ac-
tual source at the position of the focal point. In other words,
the focal point acts as a virtual source. This principle has
been known for a long time, and it has been used in different
ways and in different fields. The most straightforward way to
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focus a wave field inside a medium is by emitting the field
by a curved transducer with a fixed focus. This is a well-
known approach in ultrasonic imaging (Madsen, Goodsitt and
Zagzebski 1981; Coulouvrat 1993). Another approach makes
use of phased transducer arrays, the elements of which emit
their signals with different time delays and amplitude factors,
in such a way that all signals reach the focal point in-phase
(Drinkwater and Wilcox 2006). The time delays can be varied,
so the focal point (and, hence, the virtual-source position) is
variable. Both approaches are a form of “physical focusing”
because the focusing occurs in a physical experiment.

An alternative to physical focusing is “synthetic focus-
ing”. When responses to individual point sources have been
recorded, focusing can be carried out as a processing step after
the actual acquisition. This is done by combining the point-
source responses with appropriate time delays and amplitude
factors. In ultrasonic imaging, this approach is known as the
“synthetic aperture focusing technique” (Langenberg et al.

1986), whereas in seismic exploration, this is the standard
way to “redatum” seismic sources from the acquisition surface
into the subsurface (Berkhout 1984; Berryhill 1984; Esmersoy
and Oristaglio 1988; Berkhout and Wapenaar 1993). Despite
the differences in implementation, a virtual source created by
synthetic focusing has the same properties as that created by
a phased transducer array, steered with the same time delays
and amplitude factors. This is a consequence of the linearity
of the wave equation. Because, in seismic exploration, a phys-
ical phased array is impracticable, seismic virtual sources are
created only synthetically, i.e., by redatuming.

These classical virtual-source approaches consider the fo-
cusing field as a relatively simple field that propagates directly
from the acquisition surface to the focal point, without being
scattered on its course. In most practical approaches, the fo-
cusing wave field is simply defined as the time reversal of the
direct field of a source at the focal point, observed at the sur-
face. This direct field is often modelled in a smoothed version
of the actual medium, which is called the background medium
in ultrasonics and is known as the macro velocity model in
seismic exploration. The direct field may contain triplications
related to caustics occurring during propagation through the
smoothed medium, but it does not contain multiply scattered
events related to the inhomogeneities of the actual medium.
As a consequence, when the time reversal of the direct field is
emitted into the actual medium (physically or synthetically),
it will not only converge solely to the focal point but it will
also create ghost foci. Hence, the created virtual source can,
at best, be seen as an approximation of a real source. Another
practical limitation is that the medium can often be accessed

from one side only. This implies that the focal point is also illu-
minated from one side only; hence, the created virtual source
will be far from isotropic. For example, in the situation of
seismic exploration, the medium can only be accessed from
above; hence, the discussed classical approach leads to an ap-
proximate virtual source that radiates mainly downward and
which is contaminated by scattering artefacts (see Figure 1).

In this two-part review paper, we discuss a number of
wave-equation-based methodologies to create virtual sources
in strongly inhomogeneous media and we compare the prop-
erties of these virtual sources and their responses. The first
approach (discussed in Part I) is “time-reversal acoustics”,
as advocated by Fink and co-workers (Fink 1997; Fink and
Prada 2001). In the most basic form of time-reversal acous-
tics, the response to a source inside a medium is measured at
its entire boundary, reversed in time, and physically emitted
back into the medium by a phased transducer array along the
entire boundary. Assuming that the medium is lossless, the
time-reversed wave field obeys the same wave equation as the
original wave field, but it propagates in the opposite direction.
Hence, it focuses at zero time at the original source position.
Subsequently, the focused field acts as an isotropic virtual
source that radiates the same field as the original source into
the medium. We also discuss the limitations when the time-
reversed wave field can be emitted into the medium from only
a part of its boundary.

The second approach (also discussed in Part I) is “seis-
mic interferometry” (Bakulin and Calvert 2006; Gouédard
et al. 2008; Schuster 2009; Snieder et al. 2009; Wapenaar
et al. 2010). Suppose two physical receivers observe the re-
sponses to many uncorrelated sources that lie, for example,
on a boundary enclosing the receivers. Then, the cross corre-
lation of the responses at the two receivers converges to the
response at one of the receivers as if there were a source at the
position of the other. We review the analogy of this approach
with time-reversal acoustics and, based on this analogy, dis-
cuss the limitations of the “interferometric virtual source”
when the primary sources are present on only a part of the
boundary enclosing the receivers.

The third approach (discussed in Part II) is “data-driven
single-sided focusing”, which forms the basis for “Marchenko
imaging” (Broggini and Snieder 2012; Wapenaar et al. 2014;
van der Neut et al. 2015). This approach uses the reflection
response measured at one side of a medium and an estimate
of direct arrivals to focus at the position of a virtual source in-
side the medium and to retrieve the full response to this virtual
source throughout the medium. Unlike in seismic interferome-
try, no physical receiver is needed at the position of the virtual
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Figure 1 Illustration of the limitations of the classical virtual-source approach. (a) Inhomogeneous medium with absorbing boundary. (b)
Modelled direct arrival at the upper boundary of the response to a source at the position of the designated focal point (the red dot at
xA = (0, 800) m in (a)). The source wavelet is a Ricker wavelet with a central frequency of 30 Hz. The time-reversal of this response is emitted
into the medium from the upper boundary, serving as an approximation of the focusing wave field. (c) Focusing wave field at t = −0.30 s (prior
to focusing). (d) Idem, at t = −0.15 s. (e) Focused wave field at t = 0 s. This represents the approximate virtual source for the field for t > 0.
Note the smeared ghosts focus just below the first interface, besides the focal spot at xA. (f) Field at t = 0.15 s, which represents the approximate
virtual-source response. Note that the virtual source radiates mainly downward.
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source. Moreover, we will show that the virtual source created
by the Marchenko method has comparable isotropic radiation
properties as that obtained with ideal (omnidirectional) time-
reversal acoustics despite the fact that the reflection response
used in the Marchenko method is measured at one side of the
medium only.

T I M E - R E V E R S A L A C O U S T I C S

Theory of time-reversal acoustics

We review the principle of time-reversal acoustics in its basic
form. Consider an arbitrary inhomogeneous lossless acoustic
medium, in which a source is placed at x = xA (Fig. 2a). Here,
x is the Cartesian coordinate vector x = (x1, x2, x3); hence,
xA = (x1,A, x2,A, x3,A) (the positive x3-axis is pointing down-
ward throughout this paper). The response to this source for
an impulse at t = 0 is given by the Green’s function G(x, xA, t),
where x is an arbitrary observation point and t denotes time.
Receivers are placed on a boundary enclosing the source.
These receivers record the Green’s function G(x, xA, t) as a
function of time for x at the closed boundary. In a time-
reversal experiment, the receivers are replaced by sources,
and these sources emit the time-reversed Green’s function
G(x, xA, −t) from all x at the closed boundary back into the
medium (Fig. 2b). Because, for a lossless medium, the wave
equation is symmetric in time (it contains only even-order
time derivatives), the time-reversed Green’s function obeys the
same wave equation as the original Green’s function. Hence,
the time-reversed field emitted from the boundary into the
medium follows the same paths as the original field, but in
opposite direction, and focuses at t = 0 at the original source
position xA. Note that this holds true for any inhomogeneous
medium as long as the medium is lossless. McMechan (1982)
exploited this property in a method to determine the source
parameters, whereas Hemon (1978), Whitmore (1983), and
McMechan (1983) used it as the basis for reverse-time
migration.

In a time-reversal experiment, the wave field at an arbi-
trary location xB in the medium is described by

u(xB, t) ∝
∮

∂D

G(xB, x, t)︸ ︷︷ ︸
“propagator”

∗ G(x, xA, −t)︸ ︷︷ ︸
“source”

d2x, (1)

where ∗ denotes convolution, ∝ denotes “proportional to”,
and ∂D represents the closed boundary. In this equation, the
time-reversed Green’s function G(x, xA, −t) acts as a source
at x on ∂D, whereas G(xB, x, t) propagates its response from
x to xB. According to the superposition principle, the total

xA

G(x,xA, t)

xA

G(x,xA,−t)

(a)

(b)

Figure 2 Principle of time-reversal acoustics (Fink 1997). (a) The
Green’s function G(x, xA, t) represents the impulse response to a
source at xA, observed at x. The Green’s function is recorded by
receivers on a boundary enclosing the source. (b) The time-reversed
Green’s function G(x, xA, −t) is emitted from all x at the boundary
into the medium and focuses at xA.

response at xB is the sum of the responses to all sources on
∂D, which is taken care of by the integral in equation (1). The
field u(xB, t) focuses at xB = xA at t = 0. Because there is no
sink at this point to absorb the energy of the focused field,
the field u(xB, t) for arbitrary xB and t > 0 can be seen as the
response to a virtual source at xA at t = 0, hence G(xB, xA, t).
Note, however, that u(xB, t) consists of a causal and an acausal
part according to

u(xB, t) = G(xB, xA, t) + G(xB, xA, −t), (2)
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where the acausal part G(xB, xA, −t) represents the field prop-
agating back from the time-reversed sources at ∂D, prior to
focusing at xA at t = 0. Combining equations (1) and (2) yields

Gh(xB, xA, t) ∝
∮

∂D

G(xB, x, t) ∗ G(x, xA,−t)d2x, (3)

where Gh(xB, xA, t) stands for the homogeneous Green’s func-
tion defined as

Gh(xB, xA, t) = G(xB, xA, t) + G(xB, xA, −t). (4)

The intuitive derivation presented here, which is due to Derode
et al. (2003a,b), explains what happens in a time-reversal ex-
periment. Note that Gh(x, xA, t) obeys a wave equation with-
out a source at the right-hand side (equation (A-11), a homo-
geneous differential equation), hence the name homogeneous
Green’s function. In Appendix A, we derive equation (3), the
homogeneous Green’s function representation, in a more fun-
damental way. Starting with an exact representation (equation
A-20), we arrive at equation (3) after a number of approxima-
tions. Moreover, we find a proportionality factor of 2/ρ0c0,
where ρ0 and c0 are the mass density and the propagation
velocity of the homogeneous medium outside ∂D. From the
derivation in Appendix A, it also follows that the integral in
equation (3) needs not be evaluated over those parts of ∂D that
are either free (where the pressure vanishes) or fixed (where
the normal component of the particle velocity vanishes). In
the following, we assume that no parts of ∂D are free or fixed
so that the integral in equation (3) needs to be evaluated along
the entire closed boundary ∂D.

In Appendix A, we introduce a second type of Green’s
function G(x, xA, t), which is related to G(x, xA, t) via

G(x, xA, t) = ∂G(x, xA, t)
∂t

. (5)

Analogous to equations (3) and (4), the representation for the
homogeneous Green’s function Gh(xB, xA, t) reads

Gh(xB, xA, t) ∝ − ∂

∂t

∮
∂D

G(xB, x, t) ∗ G(x, xA, −t)d2x, (6)

with

Gh(xB, xA, t) = G(xB, xA, t) − G(xB, xA, −t). (7)

Both forms of the Green’s function appear in the litera-
ture on time-reversal acoustics, which is why we give both
representations. Note that G(x, xA, t) has a clear physical
meaning, i.e., acoustic pressure observed at x in response
to an impulsive source of volume-injection rate density at
xA, i.e., q(x, t) = δ(x − xA)δ(t); see equations (A-1)–(A-5) in
Appendix A.

Suppose that the source at xA is not an impulse but is
characterised by a time-dependent source wavelet s(t), i.e.,
q(x, t) = δ(x − xA)s(t). Then, the acoustic pressure field at x
is given by p(x, xA, t) = G(x, xA, t) ∗ s(t). In a time-reversal
experiment, p(x, xA, −t) is emitted from the closed boundary
back into the medium. By convolving both sides of equation
(3) with s(−t) and inserting the factor 2/ρ0c0, we obtain

Gh(xB, xA, t) ∗ s(−t) ≈ 2
ρ0c0

∮
∂D

G(xB, x, t) ∗ p(x, xA, −t)d2x.

(8)

Alternatively, when we replace p/ρ0c0 by the normal compo-
nent of the particle velocity vn, we obtain

Gh(xB, xA, t) ∗ s(−t) ≈ 2
∮

∂D

G(xB, x, t) ∗ vn(x, xA, −t)d2x.

(9)

Although expressions (8) and (9) are similar, from the
more fundamental derivation in Appendix A, it follows that
equation (9) is more accurate than equation (8) (and, hence,
also more accurate than equation (3)). The underlying as-
sumptions for equation (9) are that the medium outside ∂D is
homogeneous and that evanescent waves on ∂D are negligible.
Equation (8) holds under the additional assumption that ∂D

is a sphere with a very large radius.

Numerical examples

We illustrate equation (9) with two 2D numerical examples. In
2D, the Cartesian coordinate vector is replaced by x = (x1, x3),
and boundary integrals like those in equations (8) and (9) be-
come line integrals. For convenience, we keep calling ∂D a
boundary. For the configuration of Fig. 1(a), Fig. 3(a) shows
the response vn(x, xA, t) to a source at xA = (0, 800) m, ob-
served by velocity receivers at all x on the enclosing bound-
ary. The source wavelet is a Ricker wavelet with a central
frequency of 30 Hz. Following equation (9), the time rever-
sal of this response is emitted from the enclosing boundary
into the medium and propagates to all xB in the medium.
Snapshots of Gh(xB, xA, t) ∗ s(−t) (fixed xA, variable xB) are
shown in Fig. 3(b), (c), (d), and (e) for t = −0.30 seconds,
t = −0.15 seconds, t = 0.0 second and t = 0.15 seconds, re-
spectively. Note that, for t < 0 (Fig. 3(b) and (c)), the field
Gh(xB, xA, t) ∗ s(−t) is a focusing field propagating toward xA.
After an intricate interplay of up- and downward propagating
primary and multiply-reflected waves, the field is focused at
t = 0 onto a small region around xA (Fig. 3(d)). This is the
focal spot, which is analysed in the next section. The focused
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Figure 3 Illustration of a time-reversal experiment for the 2D inhomogeneous medium of Fig. 1. (a) Modelled response vn(x, xA, t) at the enclosing
boundary, with xA = (0, 800) m indicated by the red dot in Fig. 1(a). The source wavelet is a Ricker wavelet with a central frequency of 30 Hz.
The time reversal of this response is emitted into the medium from the entire enclosing boundary. (b) Focusing wave field Gh(xB, xA, t) ∗ s(−t)
(for variable xB) at t = −0.30 seconds (prior to focusing). (c) Idem, at t = −0.15 seconds. (d) Focused wave field Gh(xB, xA, t) ∗ s(−t) at t = 0 s.
This focal spot represents the virtual source for the field for t > 0. (e) Field Gh(xB, xA, t) ∗ s(−t) at t = 0.15 s, which represents the virtual-source
response. Note the isotropic character of the virtual source.

C© 2017 European Association of Geoscientists & Engineers, Geophysical Prospecting, 65, 1411–1429

cwapenaar
Text Box
Movie available at:
https://www.keeswapenaar.nl/BeyondInterferometry/movie3.avi



Virtual sources and their responses, Part I 1417

field acts as a virtual source for the field for t > 0 (Fig. 3(e)).
Note that this virtual source acts as a perfect omnidirectional
monopole source.

The perfect recovery of the virtual-source response in
Fig. 3 could only be achieved because the medium was ac-
cessible from all sides. Suppose vn(x, xA, t) is only recorded
at the upper boundary. Emitting the time reversal of this re-
sponse from the upper boundary into the medium results in
the wave field shown in Fig. 4. Note that the focused wave
field at t = 0 in Fig. 4(c) exhibits even more ghost foci than the
focused direct wave at t = 0 in Fig. 1(e). Moreover, similar as
in Fig. 1, the approximate virtual source at xA radiates mainly
downward.

The second example (Fig. 4) shows that the time-reversal
approach does not properly account for multiple scattering
when the medium is accessible from one side only. This
seems contradictory to the conventional wisdom that the
time-reversal method not only accounts for multiple scat-
tering but even benefits from it by achieving higher spatial
resolution. An experiment discussed by Fink (1997) indeed
demonstrates that the spatial resolution improves by emitting
a time-reversed field through a highly scattering medium, in
comparison with sending it through a homogeneous medium
(also in that experiment, the time-reversed field is emitted
from one side only into the medium). The character of the in-
homogeneous medium in Fink’s experiment, however, is very
different from that of the medium in Fig. 1(a). The inho-
mogeneous medium in Fink’s experiment consists of many
randomly placed point-like scatterers (actually, line scatter-
ers in 3D), which effectively widen the aperture angle (mainly
through forward multiple scattering), thus improving the reso-
lution. More recent experiments have shown that this can even
lead to resolution beyond the diffraction limit (Lerosey et al.

2007). In contrast, the inhomogeneous medium in Fig. 1(a)
consists of layers with different propagation velocities and
mass densities, separated by curved interfaces. In this type
of configuration, which better represents the geology of the
Earth’s subsurface, backward multiple scattering (down–up–
down–up . . . ) is much more prominent than forward multiple
scattering (down–down–down . . . or up–up–up . . . ). Here,
the single-sided time-reversal approach breaks down because
the intricate interplay of up- and downward propagating pri-
mary and multiply-reflected waves, which led to the near-
perfect focus in Fig. 3(d), requires illumination from all sides
(at least from above and from below). Model-driven source
characterisation (McMechan 1982) and reverse-time migra-
tion (Whitmore 1983; McMechan 1983) suffer from the
same limitations: even when the medium (through which the
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Figure 4 Illustration of the limitations of the time-reversal approach
when the medium is accessible from one side only. Here, the time
reversal of vn(x, xA, t) is emitted only from the upper boundary into
the medium.
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time-reversed field is propagated numerically) would be per-
fectly known, backward multiply-scattered waves would lead
to artefacts like those in Fig. 4. The Marchenko method,
which is discussed in Part II, is particularly suited to account
for backward multiply-scattered waves. It leads to accurate
virtual-source responses like that in Fig. 3 even when the
medium is accessible from one side only.

Analysis of the focal spot (=the virtual source)

The focal spot of a time-reversal experiment is defined as the
space- and time-dependent field, evaluated at t = 0. The focal
spots in Figs. 1(e), 3(d), and 4(c) are shown in Fig. 5(a), (b),
and (c). These figures show the amplitudes as a function of
x = (x1, x3), with the maximum amplitudes scaled to 1. In the
ideal case, the focal spot follows from the left-hand side of
equation (9); hence

V(x, xA) = [Gh(x, xA, t) ∗ s(−t)]t=0 (10)

(for convenience, we replaced xB by x). Equation (10) is the
basis for the quantification of the finite spatial resolution
of the focus obtained with a time-reversal experiment in a
medium that is accessible from all sides (as in Figs. 3(d) and
5(b)).

The focal spot can be interpreted as the virtual source of
the field for t > 0. Note that, unlike a real point source, which
is defined by a spatial delta function in the right-hand side of
the wave equation, i.e.,

q(x, t) = δ(x − xA)s(t), (11)

the virtual source is smeared out in space, as quantified
by equation (10). The virtual-source function V(x, xA) can
be interpreted as an initial condition at t = 0 for the field
Gh(x, xA, t) ∗ s(−t) for t > 0 (which is not singular; see equa-
tion (A-11) in Appendix A). Since the wave equation is second
order in time, a second initial condition is required to define
the field for t > 0 uniquely. Therefore, we also consider the
following function:

V̇(x, xA) =
[

∂

∂t
{Gh(x, xA, t) ∗ s(−t)}

]
t=0

. (12)

The functions V(x, xA) and V̇(x, xA) together define the virtual
source for the field for t > 0 in terms of its initial conditions
at t = 0.

The question now arises how the finite resolution of the
virtual-source function at t = 0 affects the field for t > 0. This

Figure 5 (a) Amplitudes as a function of x = (x1, x3) of the focal spot
at t = 0 in Fig. 1(e). A focal spot at t = 0 is the virtual-source of
the field for t > 0. (b) Idem, for the focal spot (=virtual source) in
Fig. 3(d). (c) Idem, for the focal spot (=virtual source) in Fig. 4(c).
(d) Analytically derived virtual-source function for the 3D situation
(equation (16)).
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field is given by equation (9) or, using the definition of the
homogeneous Green’s function (equation (4)), by

{G(x, xA, t) + G(x, xA, −t)} ∗ s(−t). (13)

Suppose s(t) is a source wavelet that is non-zero between t =
−tS and t = tS . Then, the two terms in equation (13) overlap
each other between t = −tS and t = tS , but outside this time
interval, they are separable. Hence, for t > tS , the response
to the virtual source is given by G(x, xA, t) ∗ s(−t), which is
identical to the response to a point source, i.e., q(x, t) = δ(x −
xA)s(−t), even though the virtual-source functions V(x, xA)
and V̇(x, xA) are smeared out in space. Only for t ≤ tS is the
field of the virtual source different from that of a point source.

Next, we consider analytical expressions for the virtual-
source functions V(x, xA) and V̇(x, xA). A more detailed anal-
ysis, for different types of source mechanisms and for elas-
todynamic waves, is given by Douma and Snieder (2015).
Equations (10) and (12) can be analytically evaluated if we
assume a homogeneous region in the neighbourhood of the
virtual-source position xA, with propagation velocity c̄ and
mass density ρ̄. In Appendix B, we derive for the 3D situation

V3D(x, xA) = − ρ̄

4πr
{ṡ(r/c̄) − ṡ(−r/c̄)}, (14)

V̇3D(x, xA) = ρ̄

4πr
{s̈(r/c̄) − s̈(−r/c̄)}, (15)

where r = |x − xA| and ṡ(t) and s̈(t) denote the first- and
second-order derivatives, respectively, of the source wavelet
s(t). The limits for x → xA are finite and are given by
equations (B-6) and (B-8). Note that, for a symmetric source
wavelet ssym(t) = ssym(−t), expressions (14) and (15) simplify
to

V3D(x, xA) = − ρ̄

2πr
ṡsym(r/c̄), (16)

V̇3D(x, xA) = 0. (17)

For an anti-symmetric source wavelet sasym(t) = −sasym(−t),
equations (14) and (15) become

V3D(x, xA) = 0, (18)

V̇3D(x, xA) = ρ̄

2πr
s̈asym(r/c̄). (19)

Note that, in this case, the virtual-source function V3D(x, xA)
vanishes. Because, in a time-reversal experiment, one usually
does not consider the derivative of the wave field, a symmet-
ric source wavelet is preferred over an anti-symmetric one
because it yields a non-zero focal spot (equation (16)).

A Ricker wavelet is an example of a symmetric wavelet.
Figure 5(d) shows a cross section in the (x1, x3)-plane of
V3D(x, xA), defined by equation (16), for a Ricker wavelet
with a central frequency of 30 Hz, with c̄ = 2000 m/s and
ρ̄ = 1400 kg/m3 (being the parameters of the layer in Fig. 1(a)
that contains xA). Note that this analytically derived function
exhibits a similar behaviour as the numerically obtained result
in Fig. 5(b), although the side lobes of the function in Fig. 5(d)
are less strong. The difference is explained by the fact that Fig.
5(b) is the result of a 2D experiment, whereas Fig. 5(d) is a
cross section of a 3D virtual-source function. Next, we analyse
2D and 1D virtual-source functions.

For the 2D situation, the virtual-source functions
V2D(x, xA) and V̇2D(x, xA) are given by equations (B-10) and
(B-11). For a symmetric source wavelet ssym(t), these expres-
sions are simplified to

V2D(x, xA) = − ρ̄

π

∫ ∞

r/c̄

ṡsym(t)√
t2 − r2/c̄2

dt, (20)

V̇2D(x, xA) = 0. (21)

For an anti-symmetric source wavelet sasym(t), these equations
become

V2D(x, xA) = 0, (22)

V̇2D(x, xA) = ρ̄

π

∫ ∞

r/c̄

s̈asym(t)√
t2 − r2/c̄2

dt. (23)

For the 1D situation, the virtual-source functions are given by
equations (B-13) and (B-14). For a symmetric source wavelet
ssym(t), these expressions are simplified to

V1D(x3, x3,A) = ρ̄c̄ ssym(r/c̄), (24)

V̇1D(x3, x3,A) = 0, (25)

where r = |x3 − x3,A|. For an anti-symmetric source wavelet
sasym(t), we obtain

V1D(x3, x3,A) = 0, (26)

V̇1D(x3, x3,A) = −ρ̄c̄ ṡasym(r/c̄). (27)

Hence, also for the 2D and 1D situations, a symmetric source
wavelet is preferred over an anti-symmetric one. For a Ricker
wavelet with a central frequency of 30 Hz, equation (20)
describes the virtual-source function in Fig. 5(b). Vertical
cross sections along the x3-axis of V3D(x, xA) (equation 16),
V2D(x, xA) (equation 20) and V1D(x3, x3,A) (equation (24)) are
shown in Fig. 6(a), (b), and (c). A comparison of these three
virtual-source functions is shown in Fig. 6(d) (3D: solid line;

C© 2017 European Association of Geoscientists & Engineers, Geophysical Prospecting, 65, 1411–1429



1420 K. Wapenaar and J. Thorbecke

x3 (m)

x3 (m)

x3 (m)

x3 (m)

(a)

(b)

(c)

(d)

Figure 6 (a) Cross-section along the x3-axis of the 3D virtual-source
function (equation (16) and Fig. 5(d)). (b) Idem, 2D virtual-source
function (equation (20)). (c) Idem, 1D virtual-source function (equa-
tion (24)). (d) Comparison of the three virtual-source functions (solid
line: 3D, pluses: 2D, circles: 1D).

2D: + symbols; 1D: o symbols). Note that the side lobes
become stronger when the number of dimensions decreases,
whereas the widths of the main lobes slightly decrease.

Finally, analogous to equations (10) and (12), we define
virtual-source functions related to the second type of homo-
geneous Green’s function Gh(x, xA, t) according to

V(x, xA) = [Gh(x, xA, t) ∗ s(−t)]t=0, (28)

V̇(x, xA) =
[

∂

∂t
{Gh(x, xA, t) ∗ s(−t)}

]
t=0

. (29)

In Appendix B, we obtain for the 3D situation

V3D(x, xA) = ρ̄

4πr
{s(r/c̄) − s(−r/c̄)}, (30)

V̇3D(x, xA) = − ρ̄

4πr
{ṡ(r/c̄) − ṡ(−r/c̄)}, (31)

with the limits for x → xA given by equations (B-18) and (B-
20). For a symmetric source wavelet ssym(t), expressions (30)
and (31) are simplified to

V3D(x, xA) = 0, (32)

V̇3D(x, xA) = − ρ̄

2πr
ṡsym(r/c̄) (33)

and for an anti-symmetric source wavelet sasym(t), they be-
come

V3D(x, xA) = ρ̄

2πr
sasym(r/c̄), (34)

V̇3D(x, xA) = 0. (35)

Hence, in this case, an anti-symmetric source wavelet is pre-
ferred over a symmetric one. The same conclusion applies to
the 2D and 1D situations.

This analysis shows that the type of wavelet has a signifi-
cant influence on the virtual-source functions (or focal spots).
This should be taken into account in the design of physical
time-reversal experiments and in model-driven source charac-
terisation and imaging algorithms.

SE ISMIC INTERFEROMETRY

Theory of seismic interferometry

The basic principle of seismic interferometry can be best in-
troduced by considering a slightly modified version of the ho-
mogeneous Green’s function representation of equation (3).
Applying source–receiver reciprocity to the second Green’s
function under the integral, we obtain

Gh(xB, xA, t) ≈ 2
ρ0c0

∮
∂D

G(xB, x, t) ∗ G(xA, x,−t)d2x, (36)
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G(x,xB, t)

Gh(xA,xB , t)

(a)

(b)

∂D

Figure 7 (a) Principle of seismic interferometry (Wapenaar et al.
2005). The Green’s functions G(xA, x, t) and G(xB, x, t) represent
the responses to a source at x, observed at xA and xB, respectively. By
cross correlating these responses and integrating over all sources on a
closed boundary (equation (36)), the homogeneous Green’s function
Gh(xB, xA, t) is retrieved. This is interpreted as the response to a vir-
tual source at xA, observed by a receiver at xB, plus its time reversal.
(b) By interchanging the roles of sources and receivers (Curtis et al.
2009), we retrieve Gh(xA, xB, t), which is now interpreted as the re-
sponse to a source at xB, observed by a virtual receiver at xA, plus its
time reversal.

(Derode et al. 2003b; Wapenaar et al. 2002; Wapenaar,
Fokkema and Snieder 2005; van Manen, Robertsson and Cur-
tis 2005) see Fig. 7(a). The integrand represents the cross cor-
relation of observations at xA and xB of responses to one and
the same source at x. The integration takes place along sources
on a boundary ∂D enclosing the receivers at xA and xB. This
yields the Green’s function plus its time-reversed function (i.e.,
the homogeneous Green’s function) for a source at the posi-
tion of one of the receivers (at xA), observed at the position
of the other (at xB). Because there is no real source at xA, the

retrieved Green’s function is often called the virtual-source
response (Schuster 2001; Bakulin and Calvert 2006). For the
Green’s function G, introduced in equation (5), equation (36)
becomes

Gh(xB, xA, t) ≈ − 2
ρ0c0

∂

∂t

∮
∂D

G(xB, x, t) ∗ G(xA, x, −t)d2x.

(37)

Note that, when the roles of the sources and receivers are
interchanged in equations (36) and (37), then xA and xB rep-
resent sources (see Fig. 7(b)), the integration takes place along
receivers on ∂D, and the retrieved Green’s function represents
an observation by a virtual receiver at the position of one of
the sources (Curtis et al. 2009).

We return to the original situation, with sources and re-
ceivers as indicated in Fig. 7(a). When the sources at x have a
time-dependent source wavelet s(t), then the acoustic pressure
field at xA is given by p(xA, x, t) = G(xA, x, t) ∗ s(t). A similar
expression holds for the field at xB. Convolving both sides
of equation (36) with the autocorrelation Cs(t) of the source
wavelet s(t), i.e., Cs(t) = s(t) ∗ s(−t), we obtain

Gh(xB, xA, t) ∗ Cs(t) ≈ 2
ρ0c0

∮
∂D

p(xB, x, t) ∗ p(xA, x,−t)d2x.

(38)

This expression underlies seismic interferometry with
controlled-source data (Bakulin and Calvert 2006; Schuster
2009). For the derivation of ambient-noise interferometry, we
consider the situation in which the sources at all x on ∂D are
simultaneously acting noise sources N(x, t). In this case, the
fields at xA and xB are given by p(xA, t) = ∮

∂D
G(xA, x, t) ∗

N(x, t)d2x and p(xB, t) = ∮
∂D

G(xB, x′, t) ∗ N(x′, t)d2x′, re-
spectively. We assume that the noise sources are mutu-
ally uncorrelated, according to 〈N(x′, t) ∗ N(x, −t)〉 = δ(x −
x′)CN(t). Here, CN(t) is the autocorrelation of the noise (which
is assumed to be the same for all sources) and 〈·〉 stands for
time averaging. Furthermore, δ(x − x′) is a 2D delta function
defined in ∂D. The cross correlation of the fields at xA and xB

thus gives

〈p(xB, t) ∗ p(xA, −t)〉

=
〈∮

∂D

∮
∂D

G(xB, x′, t) ∗ N(x′, t) ∗ G(xA, x,−t)

∗N(x, −t)d2xd2x′
〉

=
∮

∂D

G(xB, x, t) ∗ G(xA, x, −t) ∗ CN(t)d2x. (39)
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x1 (m)

t (s)

x1 (m)

t (s)

(a)

(b)

Figure 8 Illustration of seismic interferometry,
for the 2D inhomogeneous medium of Fig.
1. Both panels show the retrieved response
Gh(xB, xA, t) ∗ Cs (t) for a virtual source at xA

indicated by the red dot in Fig. 1(a), receivers
at variable xB at the same depth level as the
virtual source, and variable time t ≥ 0. (a) Re-
sult obtained when primary sources enclose the
medium. (b) Idem, when primary sources are
confined to the upper boundary.

Convolving both sides of equation (36) with the autocorrela-
tion CN(t) and using equation (39) to simplify the right-hand
side, we obtain

Gh(xB, xA, t) ∗ CN(t) ≈ 2
ρ0c0

〈p(xB, t) ∗ p(xA, −t)〉. (40)

This is the basic expression for ambient-noise interferome-
try (Weaver and Lobkis 2001; Wapenaar et al. 2002, 2005;
Derode et al. 2003b; Campillo and Paul 2003; Snieder 2004).
It states that the cross correlation of two noise observations
at xA and xB, averaged over long-enough time, converges to
the homogeneous Green’s function, convolved with the auto-
correlation of the noise.

Numerical examples

Based on the analogy between the time-reversal expressions
(equations (8) and (9)) and the interferometric expressions
(equations (38) and (40)), the numerical examples discussed

for the time-reversal method apply, with some minor modifi-
cations, also for seismic interferometry. For example, consider
Fig. 3. The response vn(x, xA, t) ≈ p(x, xA, t)/ρ0c0 in Fig. 3(a)
can, by reciprocity and scaling, be interpreted as p(xA, x, t),
i.e., the pressure observed by a single receiver at xA due to
sources at all x on the enclosing boundary. Assuming that
similar responses are available for other receiver positions xB,
then cross correlation and integration along the source coor-
dinate, as expressed by the right-hand side of equation (38),
yield Gh(xB, xA, t) ∗ Cs(t). This is shown by the snapshots in
Fig. 3(b)–(e), except that, in those figures, the wavelet s(−t)
should be replaced by the autocorrelation Cs(t) (note that s(t)
is a Ricker wavelet, which is symmetric, like the autocorrela-
tion Cs(t)).

In seismic interferometry, it is more common to evalu-
ate space–time panels (i.e., virtual-source gathers) rather than
snapshots at constant time. Figure 8(a) shows Gh(xB, xA, t) ∗
Cs(t) for a fixed virtual-source position xA = (0, 800) m,
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variable receiver positions xB = (x1, x3 = 800) m, and vari-
able time t ≥ 0. Note that this is the same field, as shown in
Fig. 3(b)–(e), but represented in a different way. For example,
the cross section in Fig. 8(a) at t = 0.15 seconds is identical
to the cross section in Fig. 3(e) at x3 = 800 m.

When the sources are available only on a single boundary,
then similar artefacts occur as in the time-reversal method.
Figure 8(b) shows the seismic interferometry result for the
situation that the sources are confined to the upper boundary.
This figure represents the field in Fig. 4 in a different way: the
cross section in Fig. 8(b) at t = 0.15 seconds is identical to the
cross section at x3 = 800 m in Fig. 4(d).

The second example (Fig. 8(b)) shows that seismic inter-
ferometry does not properly account for backward multiple
scattering when the medium is accessible from one side only.
It has been argued that artefacts like those in Fig. 8(b) can
be significantly reduced when the downgoing part of the field
at xA is correlated with the upgoing part of the field at xB

(Mehta et al. 2007). A comparable improvement is achieved
when the direct field at xA is correlated with the scattered
field at xB (Vasconcelos, Snieder and Douma 2009). Hall-
iday et al. (2010) use the latter approach to estimate and
suppress scattered surface waves. Other improvements can
be obtained by directional balancing (Curtis and Halliday
2010) or by deconvolving (instead of correlating) the upgo-
ing field by the downgoing field, either as a trace-by-trace
deconvolution process (Vasconcelos and Snieder 2008a, b)
or as a multi-dimensional deconvolution process (Wapenaar,
Slob and Snieder 2008; van der Neut et al. 2011). Another
interferometric method that handles multiple scattering well
(at least in theory) is passive body-wave interferometry. In
this case, primary sources in the subsurface illuminate the
medium only from below. However, since the Earth’s surface
is a free surface, no sources are required at the surface to
close the source boundary (another interpretation is that the
waves reflected by the free surface account for the illumination
from above). Hence, the Green’s function retrieved by passive
body-wave interferometry properly includes (backward and
forward) multiply-scattered waves. This has been derived for
horizontally layered media by Claerbout (1968) and has later
been generalised for 3D media (Wapenaar 2004).

Analysis of the virtual source

The virtual source obtained by seismic interferometry is de-
fined as the space- and time-dependent field and its derivative,
evaluated at t = 0; hence, in the ideal case,

V(x, xA) = [Gh(x, xA, t) ∗ C(t)]t=0, (41)

V̇(x, xA) =
[

∂

∂t
{Gh(x, xA, t) ∗ C(t)}

]
t=0

, (42)

where C(t) can stand for the autocorrelation Cs(t) of the
source wavelet s(t) in the case of controlled-source interfer-
ometry (equation (38)) or for the autocorrelation CN(t) of the
noise in the case of ambient-noise interferometry (equation
(40)). Note that expressions (41) and (42) are nearly identical
to those for time-reversal acoustics (equations (10) and (12)).
The only difference is that the time-reversed source wavelet
s(−t) in equations (10) and (12) is replaced by the autocor-
relation C(t) in equations (41) and (42). The autocorrelation
is, by definition, symmetric. Hence, all previously obtained
expressions for V and V̇ containing the symmetric source
wavelet ssym(t) describe the virtual source obtained by seismic
interferometry when ssym(t) is replaced by C(t). In particular,
Figs. 3(d) and 5(b), analytically described by equation (20)
(with ṡsym(t) replaced by Ċ(t)), represent the virtual source for
the interferometric response in Fig. 8(a).

D I S C U S S I O N

Time-reversal acoustics and seismic interferometry have many
applications in seismology, including exploration seismics.
Unlike in ultrasonic time reversal (Fink 1997), physically
emitting a time-reversed field into the earth by means of a
phased array is impracticable. The best known application
of time-reversal acoustics in exploration seismics is model-
driven reverse-time migration (Hemon 1978; Whitmore 1983;
McMechan 1983), which nowadays is one of the standard
methods for depth imaging (Etgen, Gray and Zhang 2009;
Zhang and Sun 2009; Clapp, Fu and Lindtjorn 2010; Liu et al.

2011; Jones 2014). Another important seismic application of
time-reversal acoustics is source characterisation (McMechan
1982; Gajewski and Tessmer 2005; Larmat, Guyer and John-
son 2010). In each of these seismic time-reversal methods, a
time-reversed wave field is numerically emitted from one side
into a model of the medium. These methods are successful
as long as multiple scattering (forward or backward) can be
ignored.

Seismic interferometry is widely applied in regional seis-
mology for tomographic surface-wave inversion using am-
bient noise (Shapiro et al. 2005; Sabra et al. 2005; Lin,
Ritzwoller and Snieder 2009; Boschi and Weemstra 2015).
In exploration seismics, it is used for body-wave reflection
imaging using controlled-source data (Bakulin and Calvert
2006; Schuster 2009) or ambient noise (Draganov et al. 2009;
Ryberg 2011). Seismic interferometry is a data-driven method
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that does not make use of a model of the medium. Similar as
single-sided ultrasonic time reversal, single-sided seismic in-
terferometry accounts for forward multiple scattering. Hence,
single-sided seismic interferometry is successful as long as
backward multiple scattering does not play a significant role.

One of the aims of this paper is the analysis of time-
reversal acoustics and seismic interferometry for situations
in which the effects of multiple scattering are not negligible.
The analytically derived virtual-source functions and their re-
sponses (the homogeneous Green’s functions) apply to the
ideal situation in which all multiple scattering is taken into
account. This requires access to the medium from all sides;
see Figs. 3, 5(b), and 8(a). In most practical situations, the
medium is accessible from one side only. As a consequence, the
retrieved virtual source radiates mainly in one direction and
the virtual-source functions and their responses are contami-
nated by artefacts due to erroneously handled multiple reflec-
tions; see Figs. 4, 5(c), and 8(b). The data-driven single-sided
focusing approach discussed in Part II aims at circumventing
these shortcomings. To this end, we approach focusing as an
inverse filtering process rather than a time-reversal process.
We show that the focusing functions for single-sided focusing
can be retrieved from single-sided reflection data. Using this
approach, we obtain virtual-source functions and responses
that closely resemble those obtained in this paper for the ideal
situation in which the medium can be accessed from all sides.

CONCLUSIONS

By emitting a focusing wave field (physically or synthetically)
from the boundary of a medium into that medium, a focused
field is obtained at t = 0, which acts as a virtual source for
the field at t > 0. The properties of the focal spot, and hence
of the virtual source, depend strongly on the properties of
the focusing wave field and the conditions under which this
field is emitted into the medium. In this paper, we have de-
fined focusing wave fields as the time reversal of observed
fields. A time-reversed point-source response, when emitted
into the medium from the enclosing boundary, collapses to
an isotropic focus, which, in turn, acts as an isotropic virtual
source. This virtual source acts as an initial condition at t = 0
for the field at t > 0. Although it has a finite spatial resolu-
tion, its response for t > tS (where tS is half the duration of
the wavelet) is, at least in theory, indistinguishable from the
response to a true point source.

When the time-reversed point-source response is emitted
into the medium from an open boundary, the virtual source
is far from isotropic (for example, when the focal point is

illuminated mainly from above, the virtual source radiates
mainly downward). Moreover, multiple scattering (in partic-
ular backward scattering) gives rise to significant artefacts.
The data-driven single-sided focusing approach discussed in
Part II aims at circumventing these shortcomings.
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AP PENDIX A: C L A SS I C A L
REPRESENTATION OF THE
HOMOGENEOUS GREEN’S FUNCTION

Definition of the homogeneous Green’s function

Consider an inhomogeneous lossless acoustic medium with
compressibility κ(x) and mass density ρ(x). In this medium, a
source distribution q(x, t) is present, defined as the volume-
injection rate density. The acoustic wave field, caused by this
source distribution, is described in terms of the acoustic pres-
sure p(x, t) and the particle velocity vi (x, t). These field quanti-
ties obey the equation of motion and the stress–strain relation
defined as

ρ∂tvi + ∂i p = 0 (A-1)

and

κ∂t p + ∂ivi = q, (A-2)

respectively. Here, ∂t and ∂i stand for the temporal and spatial
differential operators ∂/∂t and ∂/∂xi , respectively. When q is
an impulsive source at x = xA and t = 0, according to

q(x, t) = δ(x − xA)δ(t), (A-3)

then the causal solution of equations (A-1) and (A-2) defines
the Green’s function, according to

p(x, t) = G(x, xA, t). (A-4)

By eliminating vi from equations (A-1) and (A-2) and sub-
stituting equations (A-3) and (A-4), we find that the Green’s
function G(x, xA, t) obeys the following wave equation:

∂i (ρ
−1∂i G) − κ∂2

t G = −δ(x − xA)∂tδ(t). (A-5)

We introduce a second type of Green’s function that obeys
the same wave equation and causality condition but with the
derivative of the delta function replaced by the delta function
according to

∂i (ρ
−1∂iG) − κ∂2

t G = −δ(x − xA)δ(t). (A-6)

By differentiating both sides of equation (A-6) with respect to
t and comparing the resulting equation with equation (A-5),
it follows that G and G are related via

G(x, xA, t) = ∂tG(x, xA, t). (A-7)

Because wave equation (A-6) is symmetric in time, the time-
reversed Green’s function G(x, xA,−t) obeys the same wave
equation with the same source. By subtracting the wave equa-
tions for G(x, xA, t) and G(x, xA, −t), the sources on the right-
hand sides cancel each other; hence, the difference function

Gh(x, xA, t) = G(x, xA, t) − G(x, xA, −t) (A-8)

obeys the homogeneous equation

∂i (ρ
−1∂iGh) − κ∂2

t Gh = 0. (A-9)

Therefore, Gh(x, xA, t), as defined in equation (A-8), is called
the homogeneous Green’s function.

Wave equation (A-5) is also symmetric in time, except
for the source on the right-hand side, which is anti-symmetric.
Hence, the time-reversed Green’s function G(x, xA,−t) obeys
the same wave equation but with opposite sign for the
source. By summing the wave equations for G(x, xA, t) and
G(x, xA, −t), the sources on the right-hand sides cancel each
other; hence, the function

Gh(x, xA, t) = G(x, xA, t) + G(x, xA, −t) (A-10)
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obeys the homogeneous equation

∂i

(
ρ−1∂i Gh

) − κ∂2
t Gh = 0. (A-11)

Here, Gh(x, xA, t) is also a homogeneous Green’s function.
From equations (A-7), (A-8), and (A-10), it follows that

Gh and Gh are related via

Gh(x, xA, t) = ∂tGh(x, xA, t). (A-12)

Reciprocity theorems

We define the temporal Fourier transform of a space- and
time-dependent quantity p(x, t) as

p(x, ω) =
∫ ∞

−∞
p(x, t) exp(− jωt)dt, (A-13)

where ω is the angular frequency and j is the imaginary unit.
To keep the notation simple, we denote quantities in the time
and frequency domain by the same symbol. In the frequency
domain, equations (A-1) and (A-2) transform to

jωρvi + ∂i p = 0 (A-14)

and

jωκp + ∂ivi = q, (A-15)

respectively. We introduce two independent acoustic states,
which will be distinguished by subscripts A and B. Rayleigh’s
reciprocity theorem is obtained by considering the quantity
∂i {pAvi,B − vi,ApB}, applying the product rule for differentia-
tion, substituting equations (A-14) and (A-15) for both states,
integrating the result over a spatial domain D enclosed by
boundary ∂D with outward pointing normal ni , and applying
the theorem of Gauss (de Hoop 1988; Fokkema and van den
Berg 1993). This yields Rayleigh’s reciprocity theorem of the
convolution type∫

D

{pAqB − qApB}d3x =
∮

∂D

{pAvi,B − vi,ApB}ni d
2x. (A-16)

We assumed that, in D, the medium parameters κ(x) and ρ(x)
in the two states are identical. We derive a second form of
Rayleigh’s reciprocity theorem for time-reversed wave fields.
In the frequency domain, time reversal is replaced by com-
plex conjugation. When p and vi are a solution of equations
(A-14) and (A-15) with source distribution q (and real-valued
medium parameters), then p∗ and −v∗

i obey the same equa-
tions with source distribution −q∗ (superscript ∗ denotes com-
plex conjugation). Making these substitutions for state A in

equation (A-16), we obtain Rayleigh’s reciprocity theorem of
the correlation type (Bojarski 1983)∫

D

{p∗
AqB + q∗

ApB}d3x =
∮

∂D

{p∗
Avi,B + v∗

i,ApB}ni d
2x. (A-17)

Note that, when parts of the boundary ∂D are either free
or fixed in both states, such that either the pressure p or the
normal component of the particle velocity vi ni vanishes on ∂D,
the boundary integrals in equations (A-16) and (A-17) need
only be evaluated over the remaining part of the boundary.

Representation of the homogeneous Green’s function

We choose point sources in both states, according to
qA(x, ω) = δ(x − xA) and qB(x, ω) = δ(x − xB), with xA and
xB both in D. The field in state A is thus expressed in terms of
the Green’s function, according to

pA(x, ω) = G(x, xA, ω) (A-18)

and

vi,A(x, ω) = −( jωρ(x))−1∂i G(x, xA, ω), (A-19)

with G(x, xA, ω) being the Fourier transform of G(x, xA, t).
Similar expressions hold for the wave field in state B. Mak-
ing these substitutions in equation (A-17) and using source–
receiver reciprocity of the Green’s functions gives (Wapenaar
2004; van Manen et al. 2005)

Gh(xB, xA, ω) =
∮

∂D

−1
jωρ(x)

{∂i G(xB, x, ω)G∗(x, xA, ω)

−G(xB, x, ω)∂i G
∗(x, xA, ω)}ni d

2x, (A-20)

where Gh(xB, xA, ω) is the homogeneous Green’s function in
the frequency domain defined as

Gh(xB, xA, ω) = G(xB, xA, ω) + G∗(xB, xA, ω)

= 2
{G(xB, xA, ω)}, (A-21)

where 
 denotes the real part. Equation (A-20) is an ex-
act representation for the homogeneous Green’s function
Gh(xB, xA, ω).

When ∂D is sufficiently smooth and the medium outside
∂D is homogeneous (with mass density ρ0 and compressibility
κ0), the two terms under the integral in equation (A-20) are
nearly identical (but with opposite signs); hence

Gh(xB, xA, ω) ≈ 2
jωρ0

∮
∂D

G(xB, x, ω)∂i G
∗(x, xA, ω)ni d

2x.

(A-22)
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The main approximation is that evanescent waves are ne-
glected at ∂D (Wapenaar et al. 2011). Taking the inverse
Fourier transform of equation (A-22), convolving both sides
with a time-reversed wavelet s(−t), and noting that the spatial
derivative of the Green’s function is proportional to particle
velocity, we yield equation (9).

A further simplification of equation (A-22) is possi-
ble when ∂D is a sphere with a very large radius. In
this case, we may approximate ∂i G(x, xA, ω)ni on ∂D by
− j(ω/c0)G(x, xA, ω) (Wapenaar et al. 2005), with propa-
gation velocity c0 = (κ0ρ0)−1/2. Using this approximation in
equation (A-22) gives

Gh(xB, xA, ω) ≈ 2
ρ0c0

∮
∂D

G(xB, x, ω)G∗(x, xA, ω)d2x. (A-23)

Taking the inverse Fourier transform of equation (A-23) yields
equation (3), with proportionality factor 2/ρ0c0. Convolving
both sides with s(−t) gives equation (8).

We define G(x, xA, ω) as the Fourier transform of
G(x, xA, t). Analogous to equation (A-20), the representation
for the homogeneous Green’s function Gh(xB, xA, ω) reads

Gh(xB, xA, ω) =
∮

∂D

1
ρ(x)

{∂iG(xB, x, ω)G∗(x, xA, ω)

−G(xB, x, ω)∂iG∗(x, xA, ω)}ni d
2x, (A-24)

with

Gh(xB, xA, ω) = G(xB, xA, ω) − G∗(xB, xA, ω)

= 2 j�{G(xB, xA, ω)}, (A-25)

where � denotes the imaginary part. Equation (A-24) is the
homogeneous Green’s function representation that was in-
troduced by Porter (1970) for holographic imaging and used
by Oristaglio (1989) as the basis for an inverse scattering
formulation. Under the same assumptions as above, we may
approximate equation (A-24) by

Gh(xB, xA, ω) ≈ − 2 jω
ρ0c0

∮
∂D

G(xB, x, ω)G∗(x, xA, ω)d2x. (A-26)

Taking the inverse Fourier transform yields equation (6), with
proportionality factor 2/ρ0c0.

AP PENDIX B: V I R T UA L- SOUR C E
FUNCTIONS

We analyse the virtual-source functions V(x, xA) and V̇(x, xA)
defined by equations (10) and (12), assuming a homogeneous
region around the virtual-source position xA. Using a more

precise notation, equations (10) and (12) read

V(x, xA) = [Gh(x, xA, t) ∗ s(−t)]t=0

=
[∫ ∞

−∞
{G(x, xA, t′) + G(x, xA, −t′)}s(t′ − t)dt′

]
t=0

(B-1)

and

V̇(x, xA)

= [∂t{Gh(x, xA, t) ∗ s(−t)}]t=0

=
[
−

∫ ∞

−∞
{G(x, xA, t′) + G(x, xA, −t′)}ṡ(t′ − t)dt′

]
t=0

,

(B-2)

respectively, where ṡ(t) denotes the first-order derivative of
the source wavelet s(t). The Green’s function G(x, xA, t) obeys
wave equation (A-5). For a homogeneous region around xA,
with mass density ρ̄ and compressibility κ̄, this wave equation
can be written as

∂i∂i G − κ̄ ρ̄∂2
t G = −ρ̄δ(x − xA)∂tδ(t). (B-3)

In the 3D situation, the causal solution for sufficiently small t

(i.e., before the field leaves the homogeneous region) is given
by

G3D(x, xA, t) = ρ̄
∂

∂t
δ(t − r/c̄)

4πr
, (B-4)

with r = |x − xA| and c̄ = (κ̄ ρ̄)−1/2. Substituting this into
equation (B-1), using integration by parts to move the time
derivative from the delta function to the source wavelet,
yields

V3D(x, xA) = − ρ̄

4πr
[{ṡ(r/c̄ − t) − ṡ(−r/c̄ − t)}]t=0

= − ρ̄

4πr
{ṡ(r/c̄) − ṡ(−r/c̄)}. (B-5)

The limit for x → xA follows from

lim
x→xA

V3D(x, xA) = − ρ̄

2π c̄
lim
r→0

ṡ(r/c̄) − ṡ(−r/c̄)
2r/c̄

= − ρ̄

2π c̄
s̈(0), (B-6)

with s̈(t) being the second-order derivative of s(t). Similarly,
substituting equation (B-4) into equation (B-2) gives

V̇3D(x, xA) = ρ̄

4πr
[{s̈(r/c̄ − t) − s̈(−r/c̄ − t)}]t=0

= ρ̄

4πr
{s̈(r/c̄) − s̈(−r/c̄)}, (B-7)
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which has the following limit:

lim
x→xA

V̇3D(x, xA) = ρ̄

2π c̄
lim
r→0

s̈(r/c̄) − s̈(−r/c̄)
2r/c̄

= ρ̄

2π c̄
...
s (0),

(B-8)

with
...
s (t) being the third-order derivative of s(t).

For the 2D situation, the causal solution of equation (B-3)
reads

G2D(x, xA, t) = ρ̄

2π

∂

∂t
H(t − r/c̄)√
t2 − r2/c̄2

, (B-9)

where H(t) is the Heaviside step function. Substituting this
into equation (B-1), using integration by parts to move the
time derivative to the source wavelet, yields

V2D(x, xA) =
[
− ρ̄

2π

∫ ∞

r/c̄

ṡ(t′ − t) − ṡ(−t′ − t)√
(t′)2 − r2/c̄2

dt′
]

t=0

= − ρ̄

2π

∫ ∞

r/c̄

ṡ(t′) − ṡ(−t′)√
(t′)2 − r2/c̄2

dt′. (B-10)

Similarly, substituting equation (B-9) into equation (B-2) gives

V̇2D(x, xA) = ρ̄

2π

∫ ∞

r/c̄

s̈(t′) − s̈(−t′)√
(t′)2 − r2/c̄2

dt′. (B-11)

For the 1D situation, the causal solution of equation (B-3)
is given by

G1D(x3, x3,A, t) = ρ̄c̄
2

δ(t − r/c̄), (B-12)

where r = |x3 − x3,A|. Substituting this into equations (B-1)
and (B-2) yields

V1D(x3, x3,A) = ρ̄c̄
2

[{s(r/c̄ − t) + s(−r/c̄ − t)}]t=0

= ρ̄c̄
2

{s(r/c̄) + s(−r/c̄)} (B-13)

and

V̇1D(x3, x3,A) = − ρ̄c̄
2

[{ṡ(r/c̄ − t) + ṡ(−r/c̄ − t)}]t=0

= − ρ̄c̄
2

{ṡ(r/c̄) + ṡ(−r/c̄)}, (B-14)

respectively.
Finally, we analyse the virtual-source functions V(x, xA)

and V̇(x, xA) defined by equations (28) and (29), respectively.
The Green’s function G(x, xA, t) obeys wave equation (A-6).
For a homogeneous region around xA, this wave equation can

be written as

∂i∂iG − κ̄ ρ̄∂2
t G = −ρ̄δ(x − xA)δ(t). (B-15)

For the 3D situation, the causal solution is given by

G3D(x, xA, t) = ρ̄
δ(t − r/c̄)

4πr
, (B-16)

where r = |x − xA|. Following the same analysis as above, we
find

V3D(x, xA) = ρ̄

4πr
{s(r/c̄) − s(−r/c̄)}, (B-17)

with limit

lim
x→xA

V3D(x, xA) = ρ̄

2π c̄
ṡ(0) (B-18)

and

V̇3D(x, xA) = − ρ̄

4πr
{ṡ(r/c̄) − ṡ(−r/c̄)}, (B-19)

with limit

lim
x→xA

V̇3D(x, xA) = − ρ̄

2π c̄
s̈(0). (B-20)

For the 2D situation, the causal solution of equation (B-15)
reads

G2D(x, xA, t) = ρ̄

2π

H(t − r/c̄)√
t2 − r2/c̄2

. (B-21)

With a similar analysis as above, we obtain

V2D(x, xA) = ρ̄

2π

∫ ∞

r/c̄

s(t′) − s(−t′)√
(t′)2 − r2/c̄2

dt′ (B-22)

and

V̇2D(x, xA) = − ρ̄

2π

∫ ∞

r/c̄

ṡ(t′) − ṡ(−t′)√
(t′)2 − r2/c̄2

dt′. (B-23)

For the 1D situation, the causal solution of equation (B-15) is
given by

G1D(x3, x3,A, t) = ρ̄c̄
2

H(t − r/c̄). (B-24)

With this function, we obtain

V1D(x3, x3,A) = − ρ̄c̄
2

{S(r/c̄) + S(−r/c̄)} (B-25)

and

V̇1D(x3, x3,A) = ρ̄c̄
2

{s(r/c̄) + s(−r/c̄)}, (B-26)

with S(t) being the primitive function of s(t).
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