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ABSTRACT

The simulation of migrated and inverted data is hampered by
the high computational cost of generating 3D synthetic data, fol-
lowed by processes of migration and inversion. For example,
simulating the migrated seismic signature of subtle stratigraphic
traps demands the expensive exercise of 3D forward modeling,
followed by 3D migration of the synthetic seismograms. This
computational cost can be overcome using a strategy for simulat-
ing migrated and inverted data by filtering a geologic model with
3D spatial-resolution and angle filters, respectively. A key prop-
erty of the approach is this: The geologic model that describes
a target zone is decoupled from the macrovelocity model used
to compute the filters. The process enables a target-oriented
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pproach, by which a geologically detailed earth model describ-
ng a reservoir is adjusted without having to recalculate the fil-
ers. Because a spatial-resolution filter combines the results of
he modeling and migration operators, the simulated images can
e compared directly to a real migration image. We decompose
he spatial-resolution filter into two parts and show that applying
ne of those parts produces output directly comparable to 1D in-
erted real data. Two-dimensional synthetic examples that in-
lude seismic uncertainties demonstrate the usefulness of the ap-
roach. Results from a real data example show that horizontal
mearing, which is not simulated by the 1D convolution model
esult, is essential to understand the seismic expression of the de-
ormation related to sulfate dissolution and karst collapse.
INTRODUCTION

To simulate seismic images for a range of geologic models that
iffer only in a target zone, a convolution is commonly performed
etween a source signature and each reflectivity trace derived from
he geologic models. This method is known as the 1D convolution

odel �Sheriff, 2001�. It is computationally efficient because the 1D
lter is obtained at low computational costs �White and Simm, 2003�

nd is reused to test the different geologic scenarios. The reflectivity
races are derived from the velocity and density logs using the Zoep-
ritz equations �Aki and Richards, 2002�.

To properly compare the simulated and real images in the time do-
ain, the 1D convolution result can be depth-to-time converted us-

ng various ray-tracing techniques. This procedure is used, for ex-
m--ple, by Pratson and Gouveia �2002� and Braaksma et al. �2006�.
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restriction is that the 1D convolution model is based on the as-
umption that the earth is horizontally layered locally. Therefore, it
orrectly expresses only the vertical resolution of a real migration
mage of horizontal layers. In addition, it does not account for the lat-
ral resolution aspects of the migration process �Thore, 2006�.

A new approach has been proposed to simulate migrated data us-
ng a combined operator that combines the result of the forward-

odeling and migration operators. We represent the combined oper-
tor with a spatial-resolution filter, also known as point-spread func-
ion or PSF �Devaney, 1984; Gjøystdal et al., 2002�, Green’s func-
ions for migration �Schuster and Hu, 2000�, resolution function
Gelius et al., 2002�, and illumination-response function �Xie et al.,
006�.Amigration image is simulated by filtering a model with a 3D
patial-resolution filter �Schuster and Hu, 2000; Lecomte et al.,
003�. This new approach has three advantages. First, the spatial-
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T2 Toxopeus et al.
resolution filter can be constructed using Green’s functions that
ere used to migrate the real data. Under the assumption that the
verburden model is not changed, the filter can be kept constant and
eused �Santos et al., 2000�. Thus, we achieve the speedup required
o enable iterative testing of different geologic scenarios. Second,
he spatial-resolution filter combines the result of the forward mod-
ling and migration operators. Therefore, the simulated migration
mage can be compared directly to the real migration image. Third, a

odel describing a reservoir can be geologically more detailed than
he macromigration velocity model used to compute the spatial-res-
lution filter because the filter can be interpolated to a finer grid dis-
retization.

In addition to the use of seismic data, geologic interpretation is
lso frequently constrained by estimated attributes such as acoustic
mpedance obtained from the seismic data by inversion procedures.
urrent industry practice is to estimate attributes such as acoustic

mpedance from the migrated real data by a seismic inversion pro-
ess known as constrained sparse-spike inversion �see Veeken and
a Silva, 2004�. Basically, a simulated seismic trace is created with

he help of the 1D convolution model and matched to one trace of the
igrated real data by varying the position and strength of a number

f spikes �Oldenburg et al., 1983; van Riel and Berkhout, 1985�. We
efer to the final result of a seismic inversion process as a 1D inver-
ion image. Obviously, this method is limited by the 1D assumption.

Our goal is to test different geologic scenarios of a target zone by
ltering a model with filters that simulate migration as well as im-
edance inversion images. First, we discuss computing a migration
mage conceptually. Next, we decompose a spatial-resolution filter
nto two new filters. Third, we analyze a synthetic example of dip-
ing reflectors and show a case study. The discussion also addresses
ow to include seismic uncertainties. Finally, the computation of an
mpedance inversion image is discussed conceptually, and a synthet-
c example of simulating a 1D inversion image is shown.

Though the 2D examples presented show only P-wave data, the
pproach is valid in three dimensions for an arbitrary elastic earth
odel. In the case study we present, the variations in the strike direc-

ion are likely to be small compared to those in the dip direction.
herefore, 3D migrated and inverted data are thought to be well ap-
roximated by migrated and inverted 2D cross sections.
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Compare
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Real measurements Simulating the real measureme

igure 1. Summary of how prestack depth-migrated data are simu
arth model with a spatial-resolution filter. The spatial-resolution fi
nto an angle and band-limitation filter. The macrovelocity model
sed to migrate the real measurements computes the spatial-resolutio
SIMULATING MIGRATED SEISMIC DATA BY
FILTERING A MODEL

Acquired seismic data d can be described as

d�xD,xS,t� � Lm , �1�

here xD and xS denote the spatial coordinate vectors of the detector
nd source positions, respectively, and t denotes time. The seismic
xperiment is denoted by L and the earth by m.

Similarly, simulated seismic data d̂ are obtained by a forward op-
rator L that acts on a detailed model m̂. The model is a possible rep-
esentation of the earth in terms of the parameters dominating the
eismic measurements. The forward operator models the real seis-
ic experiment �Figure 1�, according to

d̂�xD,xS,t� � Lm̂�x� , �2�

here x denotes the spatial coordinate vector of position in the earth
odel. From the seismic measurements, a structural image of the

arth is obtained by using a migration operator M. The operator M
s the approximate inverse of L in some sense �for example, the ad-
oint �Schuster and Hu, 2000��. The same migration operator can be
sed to image the simulated seismic data. This extends the relations
o

mmig�x� � Md�xD,xS,t� ,

m̂mig�x� � Md̂�xD,xS,t� , �3�

here mmig and m̂mig denote the real and simulated migration image,
espectively. The operator M can represent full prestack migration,
ommon-offset migration �xD � xS � constant�, or zero-offset mi-
ration �xD � xS�.

A seismic interpreter is concerned with how and to what extent
eologic details �in m� are visible in the migration image mmig. Ideal-
y, the interpreter should investigate the following relation:

m̂mig�x� � M�Lm̂�x�� . �4�

By comparing m̂mig�x� with mmig�x�, the interpreter aims to vali-
ate m̂�x� as a representation of m. Equation 4 combines the opera-
ions of this total process �illustrated by the second column in Figure

1�. Therefore, to simulate migrated data a com-
bined operator �C� is introduced to represent the
two operators

m̂mig�x� � �ML�m̂�x� � Cm̂�x� , �5�

where C � ML.

Application I: Simulating migrated
seismic data

The combined operator is represented by a spa-
tial-resolution filter C, which is obtained by com-
puting the image of a single unit-strength scatter-
er in a macrovelocity model �the impulse re-
sponse of the filter�. Using the spatial-resolution
filter, we simulate migrated data as
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Simulating migrated and inverted seismic data T3
m̂mig�x� � Cm̂�x� �� C�x,x��m̂�x��dx�, �6�

here

C�x,x�� � C� �x � x�� , �7�

ith x� the spatial coordinate vector of the unit-strength scatterer.
hus, instead of forward-modeling shot records and subsequently
pplying a migration algorithm, an earth model is filtered by a spa-
ial-resolution filter to simulate migrated data �illustrated by the
hird column in Figure 1�. The spatial-resolution filter resembles the
rocesses of the real measurement and the migration algorithm.
herefore, the simulated migrated data can be compared directly to

he migrated real data.
In the remainder of this article, we use operator notation but refer

o the operator as a filter because we filter an earth model to simulate
igrated data. Ideally, to simulate a migration image, a spatial-reso-

ution filter is computed for each subsurface point in the target zone.
owever, this process is too expensive computationally, and inter-
olating a spatial-resolution filter by averaging two neighboring
patial-resolution filters is not easy because the shape of the filter can
ave a large degree of lateral variation. In common practice, limited
umbers of spatial-resolution filters are computed and are assumed
o be constant around the scatterer positions x�. This computation
rocedure is used, for example, by Lecomte et al. �2003� and in this
rticle.

ecomposing the spatial-resolution filter

Now we show that the spatial-resolution filter can be decomposed
nto two new filters. These filters are named an angle A and a band-
imitation B filter. Using these two filters, a simulated migrated seis-

ic image is approximated by

�8�

In a model with a constant P-wave velocity of 2000 m/s, a single
nit-strength scatterer is buried at a depth of 2000 m. Symmetrically
verlying this scatterer is a zero-offset acquisition setup, with a total
ecording aperture of 3000 m �Figure 2a�. The source signature is a
icker wavelet with central frequency of 32 Hz, filtered with a band-
ass filter of 5–70 Hz and sampled at 4 ms. We use equation 7 with
� ML to compute the spatial-resolution filter.As an intermediate

esult, the two-way time �twt� recorded zero-offset response d̂ is
hown in Figure 2b. After migration, a spatial-resolution filter C is
btained �Figure 2c�. Both results are transformed to the wavenum-
er domain, where the � axis of Figure 2d is scaled with half the ve-
ocity to illustrate the principle of migration: mapping one line of
onstant � of Figure 2d onto one circle segment of Figure 2e �Stolt,
978�.

In the wavenumber domain, two key features of the spatial-reso-
ution filters are observed. First, the spectrum is limited from �min

10� to �max � 140� �rad/s�, where � � 2� f �f denoting the
requency in hertz�. Second, the spatial-resolution filter is con-
trained by the minimum and maximum angles of wave propagation
�1 and �2�. At �90°, these angles mark the boundary between the
ropagating and evanescent parts of a wavefield �Berkhout, 1987;
apenaar and Berkhout, 1989�. In practice, these angles are less

han 90° because of a limited recording aperture and overburden ef-
ects. In a homogeneous medium, these angles are directly related to
he total recording aperture �Schuster and Hu, 2000�. In this exam-
le, the background medium is homogeneous and the acquisition
etup is symmetrically overlying the scatterer, so the minimum and
aximum angles of wave propagation are symmetrical �i.e., ��1

�2�.
Now that the two key features are identified, an alternative way of

btaining a spatial-resolution filter can be developed by directly
onstructing two new filters in the wavenumber domain. The first fil-
er, an angle filter, uses the minimum and maximum angles of wave
ropagation to form a stop/pass filter �Figure 3a�. These angles can
e obtained from ray tracing, a local plane-wave analysis, or the fil-
er computed from the combined operator �equation 7� if a delta
unction is used as source signature.

The second filter is named a band-limitation filter. It is circular and
ontains the spectrum of the wavelet along its radius �Figure 3b�. In-
erse Fourier transformation shows the two filters in the space do-
ain �Figure 3d and e�. Multiplication of the two filters �in the wave-

umber domain� and subsequent inverse Fourier transformation
ive a spatial-resolution filter, which is the same as that obtained
rom the combined operator �compare Figures 2c and 3f�. This
hows that the spatial-resolution filter C can be interpreted as acting
s two separate filters, summarized as C � BA, where A is the angle
lter and B is the band-limitation filter.

CALCULATING SPATIAL-RESOLUTION FILTERS

Three approaches to calculating spatial-resolution filters are
ound in the literature: �1� closed-form expression, �2�, angle and
and-limitation filter, and �3� combined operator �equation 7�. The
rst approach assumes a homogeneous velocity model; Chen and
chuster �1999� present a closed-form expression for the zero-offset
ase. Input to the second approach is directional information derived
sing ray tracing �Lecomte and Gelius, 1998� or obtained from a
ne-way wavefield by a local plane-wave analysis �Xie et al., 2006�.
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T4 Toxopeus et al.
n the third approach, computational savings can be made by reusing
he Green’s functions of the migration process applied to the real
ata. In addition, the directional information can be used to compute
he reflection model properly �Gjøystdal et al., 2007�.

In this article, the third approach is used to calculate the spatial-
esolution filters. The main reason is that the approach allows us to
tudy the effect of using a different background velocity model than
he one used to migrate the real data. Currently, in the second ap-
roach, traveltime differences cannot be used. Traveltimes are used
nly as additional information for weighting the filters with respect
o amplitudes.

Three steps summarize a numerical recipe of the third approach.
n the first step, the one-way response of a unit-strength scatterer is
omputed with the aid of an exploding reflector model �Loewenthal
t al., 1976; Yilmaz, 2001�. We calculate the Green’s functions with
ne-way wave-equation-based operators as described by Thorbecke
t al. �2004�. In the second step, a two-way common-offset data set is
reated by convolving the Green’s functions, corresponding to the
roper source and receiver paths given a specific offset �Deregowski
nd Rocca, 1981�. Finally, a common-offset spatial-resolution filter
s computed by applying a common-offset migration algorithm to
he common-offset data �equation 7 with C � ML�. Because infor-

ation on the incidence angle is needed to compute the reflectivity
rid properly, additional ray tracing is needed.

It is important to understand that all acquisition and model hetero-
eneity-related effects can be captured properly in a spatial-resolu-
ion filter.As an initial approach, we simulate primary reflection-mi-
rated data and compare only the phase of the simulated and refer-
nce data. Therefore, in the comparison, we tacitly assume that all
ultiple scattering events have been properly removed from the data

r imaged to their correct position of origin. Removing multiple en-
rgy is of great importance in seismic processing.

Current industry practice is to remove the free surface scattering
rom the real data; internal multiple scattering is only partly removed
Verschuur et al., 1992; Hill et al., 1999; Matson and Dragoset,
005�. To capture the effects of internal multiple scattering in a spa-
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igure 3. �a� An angle filter in the wavenumber domain. �b� A band-
imitation filter in the wavenumber domain. �c� A spatial-resolution
lter in the wavenumber domain. �d� An angle filter in the space do-
ain. �e� A band-limitation filter in the space domain. �f� A spatial-

esolution filter in the space domain. The term F�2 denotes the in-
erse 2D spatial Fourier transform. A multiplication and multidi-
ensional spatial convolution are denoted by � and �, respectively.
he minimum and maximum angles of wave propagation are denot-
d by �1 and �2. The spectrum is limited by �min and �max, which re-
embles the spectrum of the source signature in the real measure-
ents.
ial-resolution filter, the recipe of the third approach would change as
ollows. The one-way operators used in the first step are replaced by
two-way finite-difference operator. Amplitude effects of a real mi-
ration image can be taken into account in a similar manner. For ex-
mple, anelastic and/or transmission losses can be simulated by in-
luding these effects in the forward-modeling algorithm and ne-
lecting them in depth migration. This conforms to the industry
ractice for migration where these effects are not taken into account.

NFLUENCE OF A SPATIAL-RESOLUTION FILTER
ON A REFLECTIVITY MODEL

The model we use starts at a depth of 2550 m and consists of five
nterfaces, embedded in a homogeneous background. The back-
round P-wave velocity is 2000 m/s. The source is a Ricker wavelet
ith a peak frequency of 31 Hz. The interfaces have dips of 0°, 30°,
5°, 60°, and 75°, with corresponding normal-incidence reflection
trengths of 0.05, 0.03, �0.04, 0.07, and 0.06, respectively �Figure
�. The horizontal interface contains two gaps of 8 and 20 m. Obvi-
usly, these gaps may not exist in a real geologic model, but they are
ncluded to illustrate horizontal smearing in a migration image.

First, we discuss the 1D convolution method. We convert the
icker wavelet to depth using half of the background velocity �Fig-
re 5a�. We then simulate a seismic image by convolving the wavelet
ith each trace of the reflectivity model of Figure 4. By displaying

he successive seismic traces, the 1D convolution model result is ob-
ained �Figure 5b�.

Next, a spatial-resolution filter is obtained using the same Ricker
avelet. The total recording aperture is chosen such that the mini-
um and maximum angles of wave propagation are �70° �Figure

a�. A migration image is simulated by performing a multidimen-
ional spatial convolution between the spatial-resolution filter and
he reflectivity model �Figure 4�. The result is shown in Figure 6b.

In the following discussion, three aspects of the two simulated
eismic images of Figures 5b and 6b are compared: suppression and
lurring of geological reflectors, migration wavelet stretch, and hor-
zontal smearing. First, when we compare the seismic events in Fig-
res 4 and 6b, observe that the 75° dip is not imaged in Figure 6b.
his is directly related to the minimum and maximum angles of
ave propagation. A spatial-resolution filter suppresses geological
ips that lie outside its range of angles of wave propagation, similar
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igure 4. A normal-incidence reflectivity model embedded in a ho-
ogeneous background model with a P-wave velocity of 2000 m/s.
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Simulating migrated and inverted seismic data T5
o migration �e.g., Beylkin and Burridge, 1984; Bleistein et al., 2000,
hapter 4; Lecomte et al., 2003�.

Second, from the three different seismic images, a trace at a lateral
osition of 140 m is selected �Figure 7�. The peak and trough values
orrespond to the reflectivity values. However, with increasing geo-
ogic dip angle, the wavelets of the simulated migration images are
tretched. This feature also occurs in real data migration and is
nown as migration wavelet stretch �Wapenaar et al., 1999�. The
tretch amounts to 1/cos �angle of geologic dip�. Thus, for a horizon-
al layer, filtering by a wavelet or a spatial-resolution filter results in
he same wavelet. However, at a 60° geologic dip, the wavelet result-
ng from filtering the reflectivity model with the spatial-resolution
lter results in a wavelet that is twice as long �as illustrated by two
verlapping arrows in Figure 7�.

Finally, the influence of the two gaps of 8 and 20 m in the reflec-
ivity model are investigated by considering a horizontal slice at
575 m through the Figures 4, 5b, and 6b. The simulated images
how the same amplitude value �away from the gaps and edge�.

a) Amplitude
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igure 5. �a�A1D wavelet. �b� The 1D convolution model result, ob-
ained by convolving each trace of the normal-incidence reflectivity

odel with the 1D wavelet �Figure 4 and Figure 5a�. The arrow indi-
ates the position of the 75° reflector.
owever, around the gaps, their responses differ �Figure 8�. The 1D
onvolution method result represents the values of the reflectivity
odel. The 70° spatial-resolution filter has almost smeared the 8-m

ap, similar to what would happen in migration.
The above result agrees with the theoretically computed horizon-

al resolution of a migration image given by �/�2�sin �2 � sin �1��
Claerbout, 1976; Chen and Schuster, 1999�. Here, � � c/fmax, with
� 2000 m/s and fmax � 70 Hz; �1 and �2 are the minimum and
aximum angles of wave propagation, respectively. For ��1 � �2

70°, this results in a horizontal resolution of approximately 8 m.
he relation shows that the horizontal resolution depends on the an-
les of wave propagation. As a result, for a wide aperture, the gap is
maged �Figure 6b�; for a small aperture, the gap will be smeared.
he vertical resolution is quantified by �/4 �Kallweit and Wood,
982; Vermeer, 2001�, which is less than the horizontal resolution.

Lecomte �2006� presents a similar analysis by analyzing simulat-
d and reference images in the wavenumber domain.
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erence in horizontal resolution.
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T6 Toxopeus et al.
EISMIC MODELING OF SULFATE DISSOLUTION
AND KARST COLLAPSE-RELATED

DEFORMATION

The purpose of this section is to understand the sulfate dissolution
nd karst collapse-related deformation. Over the crests of a field, the
tructure of a reservoir is complicated by the dissolution of a sulfate
ayer located 100–140 m below the reservoir. Figure 9 shows an in-
ine section of the 3D migrated data of this area. We refer to this im-
ge as the reference.

The geologic model is based on interpretation of 3D seismic data,
ell logs, cores, and outcrop analogs. The model consists of various

ompartments representing different properties. Each is populated
ith rock properties derived from wells. The earth model is dis-

retized at depth and offset with step sizes of dz � 1.5 m and dx
13 m. As discussed, the spatial-resolution filter is constrained by
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igure 7. A trace comparison at lateral position 140 m of Figures 5b
nd 6b. The two arrows highlight that the 1D convolution model
oes not simulate migration wavelet stretch.

R
ef
le
ct
io
n
st
re
ng
th

Lateral position (m)
–50 50 150 250

0.1

0.06

0.02

–0.02

Input reflectivity

o
1D convolution method result
A 70 spatial resolution filter result

igure 8. A depth slice through the horizontal reflector of Figures 4,

s

he acquisition setup, the macromigration velocity model that is used
o migrate the real data, and the processing parameters of the real
ata. Unfortunately, for this particular data set, the migration veloci-
y model and the processing flow are not available.As a practical ap-
roach, a total opening angle of 40° is chosen ���1 � �2 � 20°�.
he other selected parameters are a Ricker wavelet with a center fre-
uency of 13 Hz and discretization chosen at dz � 1 m and dx

13 m.
Several iterations of the geologic model were realized and refined

y comparing the phase of the simulated migrated and real migrated
eismic data. The spatial-resolution filter was reused to simulate
ach of the different geologic scenarios. Subsequently, a linear
epth-to-time conversion was used to simulate a time-migration im-
ge. �For information on the geologic scenarios and the model build-
r, see Jensen et al. �2004�. For information on the fluid-substitution
rocedure, see Petersen et al. �2003�.� Figure 10 shows the geologic
cenario that had the best simultaneous match of all tested scenarios,
or both the input data of the model and the seismic reference data.
igure 11 shows the corresponding simulated migrated image �com-
are with Figure 9�.

The 1D convolution model result is shown in Figure 12 for com-
arison with the reference data. The comparison shows that in the 1D
onvolution result, the expression of the deformation related to sul-

Lateral position (m)
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m
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Dissolution

igure 9. A prestack time-migration image. The arrows show the in-
erpreted locations of sulfate dissolution and karst collapse.
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igure 10. An impedance model. The arrows show the interpreted
ocations of sulfate dissolution and karst collapse. Acoustic imped-
nce is in kilograms per square-meter-seconds �kg/�m2 s��.
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igure 11. A simulated time-migration image obtained by filtering
he normal-incidence model of Figure 10 with the 40° spatial-resolu-
ion filter �not shown� followed by a linear depth-to-time conver-
b, and 6b. The gaps illustrate horizontal smearing.
 ion.
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Simulating migrated and inverted seismic data T7
ate dissolution and karst collapse in the seismic data is not well rep-
esented. This is because in the 1D convolution model, horizontal
lurring is not taken into account. We conclude that the spatial-reso-
ution filter is essential to simulate a migration image properly. The-

atch can be improved further by including more information of the
rocessing steps into the spatial-resolution filter, e.g., the Green’s
unctions used to migrate the real data and 3D effects.

imulating a defocused migration image

The quality of a migration image depends on seismic processing,
he migration algorithm, and the velocity model, among other fac-
ors. A macrobackground velocity model needs to be derived to

igrate the real measurements. When the background velocity
odel does not match the real earth to some degree, structural in-

ormation is not imaged properly. We refer to this as a defocused
igration image.
In the previous examples, the simulated results used the same
acrovelocity model for both forward modeling and migration, re-

ulting in a simulated focused migration image. If a focused simulat-
d migration image is compared with a real defocused migration im-
ge, the model describing the target zone may be updated such that,
or example, a wrong geologic dip is used to obtain the best match.
ndependent information is needed to reveal that the background mi-
ration velocity model is not sufficiently accurate. If this informa-
ion is present, the spatial-resolution filter can be used to capture this
ffect instead of remigrating the real data.

First, we simulate a reference migration image from a half-graben
odel �Figure 13a, inspired by Mittet et al., 1995�. Marine data from

his model are obtained with a 2D finite-difference time-domain
ode using an 800-m-long detector cable �black arrow, Figure 13a�

nd a detector and source spacing of 10 m each. The first source po-
ition is 810 m, and the last source position is 2000 m. The source is
25-Hz Ricker wavelet, and a sampling rate of 4 ms is used.
An image is obtained from prestack depth migration on the shot

ecords. The image is defocused because, in the velocity model, the
elocity of two layers is lowered, as indicated by cpmigration

in Figure
3a. This produces a reference defocused migration image. The ref-
rence migration image for the zone of interest is outlined by the
ashed box in Figure 13a and shown in Figure 13b. In the tar-
et zone, the wedge structure is gradually shifted upward from
� 1600 m to x � 1000 m, and the entire structure is shifted later-
lly �highlighted by the lines in Figure 13b�.

Lateral position (m)

tw
t(
m
s)

igure 12. The 1D convolution model result obtained by filtering the
ormal-incidence model of Figure 10 with a 1D wavelet �not shown�
ollowed by a linear depth-to-time conversion.
Finally, we compute the zero-offset forward modeling response
ith the modeling velocity model of nine evenly distributed diffrac-

ion points located at x � 1100 m, z � 1100 m to x � 1500 m, z
1500 m. These data are migrated with the same migration algo-

ithm and modified velocity model as the reference data. The spatial-
esolution filters are shown in Figure 13c. A rectangular grid overly-
ng the spatial-resolution filters shows they are positioned errone-
usly in both the horizontal and vertical directions �Figure 13c�.
hese are known as smiles and frowns �Zhu et al., 1998�. A normal-

ncidence reflectivity grid is derived from the modeling velocity and
ensity models. A defocused migration image is simulated by merg-
ng the results of spatial convolutions between the nine defocused
patial-resolution filters with an equal area of the reflectivity model
Figure 13d�.

The result shows that the shifting of the wedge structure is simu-
ated and the target area is incorrectly positioned laterally �Figure
3b and d�. The abrupt steps illustrate the local behavior of the spa-
ial-resolution filter. When more spatial-resolution filters are used, a
moother image is obtained. In addition, ray-tracing information
ould have been used to investigate the degree of lateral variation of
he shape of the spatial-resolution filter. More information can be
ound in Lecomte �2006�. This approach may be used to understand
nd visualize the uncertainty of migrated data �Sambridge et al.,
006�.
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igure 13. �a� A half-graben model. The P-wave velocity values are
n meters/second, and rock density is kilograms/cubic meter. The
alue cpmigration

indicates the background migration velocity model dif-
ers from the modeling velocity model. The black arrow indicates
he direction and length of the moving array that simulates the ma-
ine acquisition. The dashed box highlights the selected target-zone.
b� A defocused reference migration image of the target zone. �c�
ine defocused spatial-resolution filters. The grid illustrates that all
ine spatial-resolution filters are defocused. �d� The simulated defo-
used reference migration image of the target zone. The dashed and
hite lines highlight the suboptimal focusing of reflectors.
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SIMULATING INVERTED DATA BY
FILTERING A MODEL

The current industry practice of estimating acoustic impedance
ata takes migrated seismic data as input �Veeken and Da Silva,
004�, using the migrated seismic data as a starting point. The real
mpedance image minv is obtained by using a seismic inversion algo-
ithm S as

minv�x� � Smmig�x� , �9�

here ideally S � C�1. Similarly, a simulated impedance image is
btained by using the seismic inversion algorithm on the simulated
igrated data as

m̂inv�x� � Sm̂mig�x� � S�Cm̂�x�� � S�BAm̂�x�� .

�10�

Based on the literature, seismic inversion algorithms can be
rouped roughly into two classes. The first class of seismic inversion
lgorithms attempts to remove both the angle and band-limitation
lters of the migrated seismic data in the inversion process. In partic-
lar, it deals with limited acquisition aperture �see Nemeth et al.,
999�. Migration-deconvolution uses spatial-resolution filters to in-
ert the real migrated data �Yu et al., 2006�.

The second class is known as constrained sparse-spike inversion
nd represents current industry practice. Algorithms that fall into
his class use the 1D convolution model �Oldenburg et al., 1983; van
iel and Berkhout, 1985; Lancaster and Whitcombe, 2000�. Hence,

hese algorithms do not account for the lateral resolution aspects of
he migration process. In the remainder of this article, the second
lass of inversion algorithms is denoted as 1D inversion. The inte-
ration and scaling steps that are part of the current seismic inversion

Earth

Real
measurements

Prestack depth
migration

Prestack depth-
migrated image

(sparse-spike)
Seismic inversion

(sparse-spike)
Impedance image

Earth model

Spatial resolution
filter

(Approximated)
Angle filter

Simulated (sparse-spike)
impedance image

Simulated prestack
depth-

migrated image

Compare

Compare

model

Real measurements Simulating the real measurements

Macrovelocity

igure 14. Simulating in a complete sense �modified from Petersen,
992�. The figure summarizes conceptually how different operators
nd filters are used to simulate migrated and impedance data that can
e compared directly to the real data. The macrovelocity model �in-
erval velocities� used to migrate the real measurements computes
he spatial-resolution and �approximated� angle filters. The dotted
ox summarizes Figure 1.
rocess are omitted for notational convenience. More details on
hese two steps are found in Ferguson and Margrave �1996�.

Next, we show how each class removes the band-limitation and
ngle filters of the real migrated data.

imulating inverted data

The first class of seismic inversion algorithms handles all aspects
f the migrated seismic data in the inversion process. Algorithms
rom this class are assumed to have removed the band-limitation fil-
er of the migrated real data �S � B�1� in the inversion process.
hus, equation 10 reduces to

m̂inv�x� � Am̂�x� . �11�

The second class of seismic inversion algorithms performs 1D in-
ersion and hence will only partly remove the band-limitation filter

rom the migrated real data �S � B̄�1�. To simulate a 1D inversion
mage �m̂inv

1D� that can be compared directly to the 1D inverted real
ata, the following relation is used:

m̂inv
1D�x� � B̄�1B�Am̂�x�� . �12�

his relation is rewritten by introducing an approximated angle filter
as

m̂inv
1D�x� � Am̂�x� , �13�

here A � B�1 BA �Figure 14�.

VALIDATION TEST: SIMULATING 1D
INVERTED DATA

The finite-difference data of the half-graben model are depth mi-
rated using the correct velocity model. This process produces a fo-
used migration image �not shown�. Next, an impedance image is
btained from 1D inversion of the migrated data by running a com-
ercial sparse-spike inversion algorithm. We followed the process

f Ferguson and Margrave �1996� to compute an impedance image.
his computation results in an impedance image we call the refer-
nce 1D inversion image �not shown�.

To simulate this result, we could have used a simulated migration
mage as input to the inversion algorithm. On the other hand, inver-
ion impedance data are simulated by performing a multidimension-
l spatial convolution between the approximated angle filter and the
ormal-incidence reflectivity model �equation 13�, then using the re-
ult as input to the algorithm described by Ferguson and Margrave.
he result is shown in Figure 15a.
The approximated angle filters at x � 1100 m, z � 1100 m to x
1500 m, z � 1500 m are computed by performing a 1D inver-

ion of the spatial-resolution filters �Figure 15b�. The corresponding
nversion wavelet can be obtained by selecting the k � 0 values of
x
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Simulating migrated and inverted seismic data T9
he wavenumber-domain spatial-resolution filter. Alternatively, a
ifferent wavelet — for example, one with a rotated phase — can be
sed to show the effect on an inversion image.

Atrace at 1150 m is selected from the reference, the simulated 1D
nversion result, and the impedance model. The comparison indi-
ates that the reference and simulated data show the same trend,
hich is smoother than the input impedance data �Figure 16a�.
round the location of the steeply dipping faults �x is 1200-1800 m�,
ne depth slice at 1050 m is selected �Figure 16b�. The reference and
imulated 1D inversion images match each other nicely. However,
hey do not recover the trend of the input impedance because the in-
uences of the low-frequency model and the suppression of specific
ipping reflectors need to be restored. This shows that a simulated
mpedance image should include the effect of the limited recording
perture and propagation effects of the overburden. Current seismic
nversion practices do not include these effects.
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igure 15. �a� A simulated impedance image of the target zone, ob-
ained from 1D inversion, is simulated by convolving the approxi-

ated angle filters �b� with nine equally distributed areas in the mod-
l of Figure 13a. �b� Three of the nine approximated angle filters at a
onstant depth of 1300 m. The spatial-resolution filters are shown in
he space domain �above� and in the wavenumber domain �below�.
CONCLUSIONS

To iteratively test different geologic scenarios that differ only in a
arget zone, we propose to filter a model by spatial-resolution and an-
le filters to simulate migrated and inverted data, respectively.

The key is the spatial-resolution filter, the result of the combined
perator C, which combines the forward and the migration opera-
ors. It can be decomposed into an angle A and a band-limitation fil-
er B. This process can be summarized as C � BA. The spatial-reso-
ution filter captures all acquisition, seismic processing, and over-
urden-related effects, which cause seismic uncertainties. The simu-
ated migrated data show the effects of vertical and horizontal smear-
ng and exhibit a different wavelet stretch for different reflector dips,
imilar to migrated real data. Results of the real data example show
hat horizontal smearing, which is not simulated by the 1D convolu-
ion result, is essential to match the real migration result.

A condition for simulating migrated data to test geologic scenari-
s is that the macrovelocity model used to migrate the real data
ould approximate the macrovelocity model of the earth. If this con-
ition is not met, a defocused spatial-resolution filter can be used to
imulate the effects of the velocity error on the migrated data.

Seismic inversion aims to remove band-limitation from the mi-
rated real data. We argue that 1D inversion of the migrated real data
nly partly removes the band-limitation filter. An approximated an-
le filter simulates inverted data for this specific class of inversion
lgorithms. The validation tests show that the simulated and refer-
nce 1D inversion impedance data can be compared directly. In par-
icular, the simulated 1D inversion impedance data showed large
hase and amplitude errors, especially for layers dipping more than
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igure 16. �a� A trace comparison at lateral position 1150 m of Fig-
re 15a, the reference and the impedance model. �b� A depth slice
omparison at a depth of z � 1050 m of Figure 15a, the reference
nd the impedance model.
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pproximately 25°, matching the corresponding observations from
he reference data.
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