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I don’t know where I'm going
but I'm not lost.






Preface

I chose to apply wavefield decomposition to multicomponent ocean-bottom data by
the fact that it was a more practically oriented research, and because of the presence
of the word ocean in the subject. Application of an existing theoretical framework
to field data was not so straightforward as it appeared at first. But the satisfaction
when step by step things started to work on field data more than made up for the
difficult times.

In the first place I would like to thank my promoter Prof. Kees Wapcenaar, for his
continuous encouragement and advice. I also greatly appreciate the thouroughness
of the proofrcading for this thesis, and the fact that I could always come in for
discussions and questions. The same is true for my copromoter Eric Verschuur,
who would not hesitate to help when every tactic seemed to fail on field data; Eric
would always suggest yet another option. Also his generous help with Chapter 5 of
this thesis is gratefully acknowledged. The theoretical framework and software on
wavefield decomposition already available from Kees, Eric and Philippe Herrmann
gave me a big headstart into this research.

I am greatly indepted to my other promoter Prof. Berkhout for the opportunity to
be part of the DELPHI consortium. I have enjoyed working within the DELPHI team.

Through the different sponsoring companies, I had never any lack of data. I would
like to mention SAGA Petroleum and BP Amoco for providing me with the OBC
data I have used in this research. I would like to thank Schlumberger Geco-Prakla
and especially Richard Bale and Dave Allen for inviting me over for a summer
internship. I greatly appreciated working with them and value their input and ideas
over my research. I thank prof. Ursin for his hospitality during my visit to the
University of Trondheim in Norway, and Lasse Amundsen and Are Osen of Statoil
for kindly sharing with me their carlier work on waveficld decomposition. During
my time in Delft T have been able to visit several more companies and present my
work, I thank SAGA Petroleum (Oslo), Amoco (New Orleans) and Chevron (La
Habra) for their interest and hospitality. And finally T would like to thank all the
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sponsors with whom I have spoken at the sponsormeetings and conferences for their
input and just in general for a good time.

The positive experience of team work, depends of course on the people making up
the team. I know I have been very lucky with my present and former colleagues.
I would like to thank the old division, Riaz Ald’i, Frank Dessing, Maurits van der
Heiden, Felix Herrmann, Nurul Kabir, Alexander Koek, Jan Thorbecke, Frederic
Verhelst, and Aart-Jan van Wijngaarden for their kind acceptance and for initiating
me into sponsormeeting procedures and other kind of DELPHI pecularities. I thank
my present colleagues John Bolte, Barbara Cox, Ewoud van Dedem, Kees Hindriks,
Remco Romijn, Arno Volker and Paul Zwartjes for the great working atmosphere.
And though not current members of the group anymore, I should not forget to
mention Jeroen Goudswaard and Johan Vos.

I would especially like to thank Ewoud van Dedem for discussions on surface related
multiple elimination which led to the figure on page 149, Kees Hindriks for helping
to make the 3-D MATLAB picture on page 120, Remco Romijn for helping with the
processing for the stacked and the poststack time migrated sections in Chapter 4,
and Johan Vos for discussions on optimization and for taking the time to proofread
the thesis.

Besides doing a decomposition of wavefields I have also had to do a decomposition
of time over my other interests and social activities. My horse Jet has received by
far the greatest part of this decomposed time. Giuseppe, my parents, brother and
sisters had to share the rest. My parents have been a source of inspiration and have
always encouraged me to follow my interests. They have also provided me with
the main tools for completing a Ph.D. research: mathematics, public speaking and
ten-finger blind typing. Without all the help and support of Giuseppe, I would not
have been able to do all the things I am doing.
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Chapter 1

Introduction

1.1 History

In conventional seismic exploration, typically a source at or just below the Earth’s
surface emits a sound wavefield which propagates into the subsurface, where the
wavefield is reflected upwards again by layering and structures beneath the surface.
The reflected wavefield is then recorded at the surface by geophones or hydrophones
(when recording is done on land or in water, respectively). The recorded data have
to be processed to obtain an image of the Earth’s structures bencath the surface. In
this way, for example, oil and gas reservoirs can be found and evaluated.

As the earth is an clastic medium, waves propagating through it arc described by
the elastic wave equation. In clastic media two types of waves can propagate: lon-
gitudinal (P-) and transversal (S-) waves. These waves can convert from one to the
other due to inhomogeneities in the carth. To quantify the elastic wave motion, it
has to be measured in three orthogonal directions at each measuring location (as
it is a vector wavefield). And to excite the total elastodynamic earth’s response,
ideally three-component sources should be used as well. In practice, often only the
P-waves are used, other types of waves arc then regarded as noise. However, this
does not mean that the P-waves can be described by the acoustic wave equation (as
for example the elastic P reflection and transmission coefficients at the layers have
to be taken into account). The most basic deseription (i.e. making foew a priori as-
sumptions) of the scismic experiment is given by a wavefield propagating downwards,
which is reflected back upwards at a certain point and then propagates upwards to
where it is measured. In Figure 1.1 this process is illustrated in a schematic way (in-
troduced by Berkhout, 1982). The data P contains all possible elastic waves, where
the sources are arranged in the horizontal direction and the receivers in the vertical
direction. The data is gencrated by a source S, two propagation operators W and a
reflection operator R. The data represented by the matrix P can be divided in four
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— gsources

receiverse—

P w R W S

Fig. 1.1 Description of the seismic experiment in terms of matrices (see Berkhout, 1982;
Wapenaar and Berkhout, 1989, for respectively the acoustic and the full elastic
sttuation).

parts, each part is labeled with the wavetype it contains, where the first character
denotes the wavetype at the receiver and the second character the wavetype emitted
by the source. In the same way the reflection, propagation and source matrices can
be divided, where the matrix R pp represents for each reflection point the reflection
operator of the P-waves, the matrix Rgs represents for each reflection point the
reflection operator of the S-waves etc. Note that in practice there are no pure P-
and S-wave sources, neither are there pure P- and S-wave receivers, the situation as
depicted in Figure 1.1 can be obtained after a wavefield decomposition (Wapenaar
et al., 1990).

If only “pure” P-waves are taken into account, just the black part of the matrices
in Figure 1.1 is used. This means that only P-wave propagation is considered (kine-
matics) while elastic reflection effects can be taken into account (dynamics). By also
accounting for the S-waves (i.e. the other three parts of the matrix), additional in-
formation about the Earth’s subsurface can be obtained. In earthquake seismology,
S-wave recordings were already used to infer information about the earth’s interior
at a larger scale. The use of S-waves (together with P-waves) in seismic exploration
has developed much slower, due to technological difficulties like the development
of effective S-wave sources, the increase in size of the recorded data, and the more
complex and therefore expensive acquisition of the data. Morcover, the use of S-
waves adds additional complexity to the processing of the data, and the necessity of
developing new processing methods.

A hybrid data acquisition method, in between the acoustic single component record-
ing and the elastic three-component source and three-component receiver acquisition,
is the ocean-bottom data acquisition. With ocecan-bottom acquisition, a source, just
below the sea-surface, towed behind a boat, emits a pressure wavefield into the wa-
ter. This pressure wavefield propagates through the water into the subsurface where
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the wavefield is reflected upwards again by the ocean-bottom and structures beneath
it. The wavefield is recorded by multicomponent geophones at the occan-bottom. A
commonly used method of ocean-bottom acquisition utilises geophones fastened at
regular intervals on a long cable which is laid at the bottom; therefore data acquired
at the ocean-bottom arc often called OBC (ocean-bottom cable) data. Contrary
to conventional marine seismic data acquisition, where the (acoustic) waveficld is
recorded by hydropones floating just below the water surface behind a hoat, in
the case of OBC data the elastic wavefield can be recorded. Usually, the acoustic
pressure is also measured by hydrophones coincident with the three-component geo-
phones (which is also called 4C(ompounent) OBC data). From these 4 components
the total wavefield can be reconstructed. As the source is in the water, it will emit
only P-waves. Therefore, the S-waves as recorded by the ocean-bottom geophones
have always been converted from P-waves somewhere along the propagation path
and therefore are also called converted waves or C-waves. In Figure 1.1 the shaded
square denotes the data that is added when using OBC-type acquisition; it is as-
sumed to be generated by PS conversion at reflection. In this thesis, OBC-type data
will be considered.

Recently, there has been a lot of interest for OBC recording. One reason for this is
the fact that areas of interest have become obstructed by oil producing platforms.
Data-acquisition vessels towing long streamers of hydrophones behind them cannot
enter these areas. But with ocean-bottom recording, these areas can be covered.
In addition, stationary receivers on the ocean-bottom allow monitoring a reservoir
during a longer period of time, so that changes in the reservoir can be detected
(this is called 4-D seismics). First experience shows that 4-D seismics will lead
to a more efficient production of a reservoir. By using geophones at the ocean-
bottom instead of at the water surface, it is possible to record the elastic wavefield
in marine environments, still keeping the acquisition fairly economic by letting the
source remain easily moveable near the water surface.

1.2 Acoustic versus elastic data processing

By accounting for additional wave types in the processing of seismic data, a sharper
image of the Earth’s structure and additional or more reliable information on its
properties could be obtained.

Multicomponent data require a different kind of processing than the conventional
data processing, based on the acoustic wavefield. Figure 1.2 shows the approach
that was taken in this study (after Berkhout and Wapenaar, 1990). In this approach
the P- and S-waves are separated in the first step so that (optionally after multiple
elimination) the separated wavefields can then be approximately treated as scalar
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wavefields, and further processing steps can be along similar lines as in the acoustic
processing sequence. If the processing is correct the migration results for the P-
and S-waves should give a consistent image of the earth, and additional information
for the inversion process. The other option, not considered here, would be to do
full vector wavefield processing. The reason for choosing the approach as given in
Figure 1.2, is that this formulation gives simpler equations. Another consideration
is that when using the separated wavefields, the sensitivity to errors in the macro
velocity model is not as high as in full vector wave field processing. In this thesis,
only the first two steps in Figure 1.2, up to the surface related multiple elimination,
are treated.

The implementation and theoretical aspects of the wavefield separation step of the
elastic processing method as described above, were investigated by Herrmann (1992)
for the situation of three-component source and receiver data. Despite the rather
simple appearance of the wavefield decomposition equations, application to measured
multicomponent land data was not very successfull, mainly due to the low quality
of multicomponent land data and problems related to geophone coupling and the
weathered layer. Therefore, the aim of this study was the application of the wavefield
decomposition to the relatively more simple and often high quality OBC-type data.

1.3 Wavefield decomposition methods

In order to process elastic seismic data according to the approach in Figure 1.2,
the wavefield decomposition plays an important role. There exist several (variants
of) methods for performing a wavefield separation, not all with the same result.
To avoid confusion an attempt is made to categorize the most common methods.
Decomposition methods can roughly be divided into two categories:

e Methods that perform wave-equation based decomposition. In this category
are the methods similar to the decomposition investigated in this thesis. Elastic
wave-equation based decomposition methods not only perform a separation
of P- and S-waves, but a separation into down- and upgoing wavefields as
well. The methods are often applied in the w — k or 7 — p domain and are
therefore correct for all angles of incidence. In the presence of lateral variations
these methods can also be formulated in the space-frequency domain as space-
variant spatial convolutional operations. Application of this decomposition
method to the special case of ocean-bottom acquisition has been discussed in
Amundsen and Reitan (1995); Osen et al. (1996); Donati and Stewart (1996),
as a modification of multicomponent decomposition schemes by White (1965);
Dankbaar (1985); Wapenaar et al. (1990).

e Methods that perform wave-type separation based on polarization. In these
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multicomponent

shot records

decomposition into

one—way P- and S—waves

surface related multiple
climination

[

macro model

estimation of P-wave

1

estimation of S—wave

macro model

P—response

migration/redatuming of

| -

migration/redatuming of

S—response

elastic stratigraphical

inversion

lithological inversion

rock and pore
parameters

Fig. 1.2 Proposed processing sequence for multicomponent seismic data (after Berkhout
and Wapenaar, 1990).
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methods the difference in polarization between P- and S-waves is utilized in
order to separate the different wave-types. The method is applied in the fre-
quency domain and separates the different wave types present in a window,
but not the up- and downgoing wavefields. An advantage is that no a priori
knowledge about the elastic parameters just below the ocean-bottom is needed,
but it is rather tedious to apply to large datasets. This method is explained in
Richwalski (2000) for multicomponent data in general, and in Cho and Spencer
(1992).

The previously mentioned methods separate P- and S-waves. For OBC-type data
there also have been developed several methods that separate water multiples from
primary reflections. In literature these are often classified as decomposition methods
too:

e Methods that aim at removing/attenuating reverberations of the wavefield in
the water (demultiple). These methods aim at removing the reverberations
caused by energy trapped in the water layer, and energy that is reflected
downward again by the water surface. An example is the dual-sensor summa-
tion (Barr and Sanders, 1989) where the hydrophone and the scaled vertical
geophone recordings are summed. The scaling factor is a function of the ocean-
bottom reflectivity and causes the surface-related reverberations to cancel out.
The summation procedure as described in Barr and Sanders (1989) is derived
for normal incidence and is applied in the time-domain. Some of these meth-
ods are variants of wave equation based decomposition methods, limited to the
separation of up- and downgoing wavefields.

In addition, full surface-related multiple removal methods adapted to the spe-
cial case of occan-bottom acquisition (e.g. Ikelle, 1998) are also ordered under
waveficld decomposition methods. As can be seen in Figure 1.2 it is chosen
not to place multiple removal under decomposition here. Multiple removal ne-
cessitates a considerably larger data volume, whereas wavefield decomposition
typically acts on one shot gather. Moreover, multiple removal and wavefield
decomposition can be performed independently of each other.

1.4 Outline of this thesis

The aim of this thesis is to apply the waveficld decomposition theory to OBC data.
Further processing results of the elastic wavefield processing strategy followed here
depend on a good separation of P- and S-waves. A bad decomposition result will
influence the reliability of further processing steps. Therefore, a lot of attention is
paid to the wavefield decomposition, and it is tested on several different datasets.
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In chapter 2, the theory of the wavefield decomposition is reviewed with adaptations
to the special case of OBC acquisition. Decomposition results are shown on synthetic
data. As it turns out that the application of the decomposition theory to field data
is not straightforward. an adaptive decomposition strategy for application to field
data will be developed as well, which is also tested on the synthetic data.

In chapter 3 this strategy will then be verified on some ficld data examples from
the North Sea with relatively large water depths. These datasets allow an easy
evaluation of the quality and issues of the waveficld decomposition for ficld data.

Chapter 4 continues with a demonstration of the waveficld decomposition on a more
challenging dataset (shallower water layer). This dataset poses some additional
issues - due to the stronger interference between different events. It is also demon-
strated that it is possible to apply the decomposition to an entire 2-D dataset. After
waveficld decomposition, this dataset is taken through some additional (conven-
tional) processing steps to obtain a rough image of the subsurface. This makes it
possible to compare the quality of an image with and without wavefield decomposi-
tion.

In chapter 5, the decomposed data obtained in chapter 4 are subjected to the next
processing step: surface related multiple elimination. This is done to obtain a dataset
with all water rclated events removed. The decomposed data still contain some
water related multiples (so called source-side peg legs). First the surface related
multiple elimination procedure developed for surface seismic data (Verschuur, 1991;
Verschuur et al., 1992) has to be slightly modified to accomodate occan-bottom
acquisition. The multiple elimination is demonstrated on synthetic data. It is then
investigated how important the removal of left-over multiples is in practice on a field
data example.

Finally, in chapter 6 it is concluded that the wavefield decomposition can be success-
fully applied to OBC data acquired over a relatively flat ocean-bottom for various
water depths. The method is easily extended to data aquired with the shot line in
the same vertical plane as the ocean-bottom cable. In addition the possible extension
to 3D acquisition geometries is discussed. The extra effort required for a wavefield
decomposition is compensated by cleaner data components and a better subsurface
image. Additional multiple elimination can be beneficial in the case of strong re-
flecting structures, otherwise the decomposition in itself will already attenuate most
of the multiple energy.
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Chapter 2

Wavefield decomposition: theoretical aspects

In the case of a decomposition at the ocean-bottom there is the choice of perform-
ing a decomposition just above the bottom (acoustic decomposition) or just below the
bottom (elastic decomposition). In the former case the down- and upgoing pressure
wavefields in the water-layer are obtained; the latter casc results in the down- and
upgoing P- and S-waves just below the receiver level. The composition and decompo-
sition equations [equations (2.156) and (2.157) below] give the relations between the
two-way wavefield vectors (in terms of the total particle velocity and traction) and
one-way wavefield vectors (acoustically in terms of downgoing and upgoing pressure
wavefields, elastically in terms of potentials for downgoing and upgoing P- and S-
waves). In this chapter, horizontally layered media will be considered. In the last sec-
tion, the limitations of the decomposition operators with respect to non-horizontally
layered media will be discussed.

Notation

Time-derivatives will be denoted by 8, which is short for % and spatial-derivatives
by 8 which is short for é%, k = z,y,z. The gradient operator is denoted by
V = (0., 0,, 9.)T, where T denotes transposition.

Einstein’s summation convention applies for repeated subscripts (except for sub-
scripts @, y, z and £). When the word frequency is used, the angular frequency
w = 27 f is meant, unless it is explicitly mentioned to be otherwise.

Transformations

In this chapter, waveticld decomposition is derived in the horizontal wavenumber-
frequency (ky, ky,w) domain. Application of the decomposition is done in the
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slowness-frequency (p,w) domain. To convert between the different domains, the
following transformations are used.

Temporal Fourier transformation. The forward temporal Fourier Transform
U(w) of a function of time u(t) is defined as

00

U(w) :/ exp(—jwt)u(t)dt, (2.1)
— 00

and the inverse temporal Fourier Transform as

u(t) ! /+c>o exp(jwt)U (w)dw, (2.2)

:2—7}- .

where w denotes the angular frequency. The equivalent of a derivative with respect
to time in the time domain is a multiplication with jw in the frequency domain:
O & Jjw.

If u(t) is a real-valued function in time, then

u(t) = %Re [/0+°° exp(jwt)U(w)dw| , (2.3)

hence, only positive frequencies have to be taken into account. From here onward w
will always be taken positive.

One-dimensional spatial Fourier transformation. The one-dimensional spa-
tial Fourier transform with respect to the horizontal Cartesian coordinate « is defined
as

~ +m
Uky,w) = / exp(Jky2)U(x,w)dz, (2.4)

— 0

and the inverse spatial Fourier Transform as

1 [t -
Ulzx,w) = 57;/ exp(—jk,2)U (k,,w)dk,, (2.5)

where k, denotes the horizontal wavenumber, and U denotes the function in the
wavenumber-frequency domain. The equivalent of a spatial derivative in the space-
frequency domain is a multiplication with —jk, in the wavenumber-frequency do-
main: 9, & —jk,.
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Two-dimensional spatial Fourier transformation. The two-dimensional spa-
tial Fourier transform with respect to the horizontal Cartesian coordinates x and y
is defined as

. b pt0
Uk, kyw) = / / exp(j(kyr + kyy))U (z. y,w)dxdy, (2.6)

and the inverse spatial Fourier Transform as
1 +ox Fo0 B
Ulr,y.w) = oz / / exp(—j(ker + kyyNU (K kyow)db, dby, (2.7)

where k,.k, denote the horizontal wavenumbers in the & and y directions, and U
denotes the function in the wavenumber-frequency domain.  The equivalent of a
spatial derivative in the space-frequency domain is a multiplication with —jk;, i =
&,y in the wavenumber-frequency domain: 9; <> —jk;, i = x,y.

One-dimensional Radon transformation. In this thesis, also the one-dimen-
sional Radon transform is used for a two-dimensional geometry. Starting from a
onc-dimensional spatial Fourier transform with respect to the horizontal coordinate
x and using the relation between the horizontal slowness p and the wavenumber &,

p=kyfw, (2.8)
the one-dimensional Radon transform can be written as
_ + o0
U(wp,w) :/ exp(jwpr)U (&, w)dz, (2.9)
—a0
and
w [t -
U(r,w) = 5 / exp(—jwpz)U (wp, w)dp. (2.10)
The time-domain equivalent is given by
+o0
a(p,7) = / u(x, + pr)de, (2.11)
-0
and
19 [t
u(x,t) = —— Hli — px)]dp, 2.12
wet)= 5oz [ M.t - prldy (212

where H () denotes the Hilbert transform of @ and 7 is the intercept time defined as
7 =t — pz. This transform represents a plane wave decomposition of a wavefield due
to a line source in a horizontally laycred medium. Each plane wave is characterized
by a constant horizontal slowness or ray parameter p. Equations (2.11) and (2.12)
are also known as the forward and inverse 7 — p transform.
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Overview of domains

Throughout this thesis the wavefields will be described with respect to the Cartesian
coordinates x, y and z. A wavefield is written as u(z,y, z,t) in the time domain.
The same wavefield in the frequency domain is denoted by capital characters, unless
otherwise noted. The wavefield notation in the different domains is summarized in
Table 2.

u(z,y,z,t) space-time domain

Ulz,y,z,w) space-frequency domain

U(k rr Ky, z,w)  wavenumber-frequency domain

U(wp, z,w) horizontal slowness-frequency domain
W(p, z,T) T — p domain

Table 2.1 Wavefield notation in the different domains.

For the decomposition theory formulated in this thesis media are considered in which
the medium parameters vary in the vertical direction only , i.e. there are no lateral
variations (in section 2.7 it will be discussed to what extent this assumption can be
relaxed). Therefore, often only the z-dependency is written explicitly, e.g. U(z) is
short for U(k,, ky, z,w). The positive z-direction is chosen downward. The down-
going wavefield is therefore denoted as U7 (z) and the upgoing wavefield as U~ (z).
Vectors and matrices are denoted by bold characters.

2.1 Relations between two-way and one-way wavefields

2.1.1 Acoustic case

The equations that govern linear two-way wavefield propagation in an acoustic
medium (for this thesis, above the ocean-bottom), derived under specific assump-
tions (de Hoop, 1995; Vos, 2000), are the equation of motion and the deformation
equation, given by:

hp+ 00 = fr (2.13)
v +66p =4, (2.14)

where p is the acoustic pressure, v the particle velocity, ¢ the volume density of
mass, kK the compressibility, fi the volume source density of volume force and ¢ the
volume source density of injection rate. Assuming no sources are present and writing
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the above equations in vector notation gives

Vpla,y, z,t) = —pdv(a,y, z,t) (2.15)
Vovizy, 2 t) = =kOp(r,y.z.1). (2.16)

As mentioned previously, a horizontally layered medium will be considered. This
means the medium parameters vary only in the vertical direction. i.e. k = k(z) and
0 = o(z). Transforming equations (2.15) and (2.16) to the wavenumber-frequency
domain and writing each component gives

—jk, P = —jwol, (2.17)

—jk, P = —jwol, (2.18)

0. = —jwol. (2.19)

—jke Ve = jk, Uy +0:17 = —junP. (2.20)

where it is implicitly assumed that f/;., Vy, V.. P, o and k are z-dependent. The above
cquations can be combined to a second-order differential equation by elimination
of V7, V"y and 17, or written as a system of first-order differential equations by
eliminating only 1, and f'y. For the derivation of the one-way wave equations the
latter approach is followed:

d. (‘I:) = (T];j% ﬂg“’) <f) (2.21)

with
2 (4.)2 2 9
K= -k -k (2.22)
= (ko)™ ", (2.23)

where ¢(z) is the acoustic propagation velocity. Equation (2.21) can be written as

0:Q(2) = A(2)Q(2) (2.24)
where
Q(z) = <‘P (C))) , (2.25)
and
.Y 0 :1]2(2) o .
Ao = (10, ), (2.26)
with
Aa(z) = —jwo(z) and Ay (z) = ki (2) (2.27)

jwo(z)
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Eigenvalue decomposition of matrix A gives
A(z) = L(2)A(z)L7'(2). (2.28)
The eigenvalues (5 » are found by solving the characteristic equation

det[A —(I] =0, (2.29)

giving (; » = FJjk.. The diagonal matrix A thus becomes

A _jkz(z) 0 )
A(z) = . . 2.30
A= (757 e (2:30)
The eigenvectors (71 and [7; are found using
Al =¢h (2.31)
Aly = Gyl (2:32)
giving
~ (L » (L ‘
ﬂl - <z2) ) L2 — (_E2> 3 (233)
with
L, = k_zil (2.34)
we
Thus,
= Ly Ly - 1 1 ﬂﬁ
L(z) = (k,(:)il k,(z)il> , L7(z) = — ( ‘;(L;):) ) (2.35)

) 2L, \1 -

3]

o(

£

o(z)

£

k. (2)

where the columns of matrix L contain the eigenvectors of matrix A. In the above
equations the normalization of the eigenvectors remains a degree of freedom, deter-
mined by the choice of L.

Using the eigenvalue decomposition, equation (2.24) becomes
8.Q(z) = L)AL (2)Q0). (2.36)
Making the following definition:
D(z) = L7'(2)Q(z), (2.37)
and therefore

Q(z) = L(z)D(2), (2.38)
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it follows that

0.[L(z)D(2)] = L(z)A(z)D(z) (2.39)
or
9.D(z) = B(z)D(z) (2.10)
with
B(z) = A(z) - L™'(2)d.L(2). (2.11)

The vector D(z) contains the down- and upgoing (one-way) wavefields with respect
to the z-direction. IFrom equations (2.41) and (2.35) it can be scen that when the
medium is homogencous, the partial derivative of L becomes zero so B reduces to the
diagonal matrix A, hence the down- and upgoing wavefields decouple. For vertically
inhomogeneous media the down- and upgoing wavefields are coupled by the term
L~'9.L. The matrix L gives a linear relation between the one-way wavefields and
the two-way wavefields in terms of pressure and particle velocity and is therefore also
called a composition matrix. The inverse matrix L~! is then called a decomposition
matrix. The normalization of matrix L depends on how the one-way waveficlds are
defined. If the one-way wavefields are desired to represent acoustic pressure, i.e.

= (£76)
D) = { 5 , 2.42
) (P—(z) (2.42)
and using the definition P(z) = P*(z) + P~ (z), matrix L becomes
- 1 1 )
Liz) =1 s k@) |- (2.43)
we(2) we(z)

This type of normalization is called ‘pressure normalization’.

The one-way wavefields can also be chosen to represent vertical partical velocity,

D(z) = (_‘;_(3)) : (2.44)

This is called normalization to the vertical particle velocity. Using the definition
V.(z) = VF(2) + V.7 (), Matrix L becomes

F(5) Fa(2)

L(z
( 1 -1

):( & ) (2.45)

And finally in the vertical acoustic power flux normalization, the amplitudes of the
one-way wavefields are normalized in such a way that they are proportional to the



16 Wavefield decomposition: theoretical aspects

square-root of the power flux in the z-direction (Ursin, 1983; de Hoop, 1992). For
propagating waves (k2 + kj < w?/c?), the power flux in the z-direction of fux-
normalized one-way wavefields P+ and P~ is by definition given by

PHPH) =P (P)", (2.46)
where * denotes the complex conjugate. In terms of total wavefields, the power flux
is given by

PV + P17, (2.47)

By demanding that equation (2.46) is equal to equation (2.47), the normalization
factors can be determined:

PP —P(P7) = PV + P, (2.48)

which is equivalent to

o (3 o - @ (] [)a (2:49)
DL (2 (1)) LD, (2.50)

with
D(z) = (7;8) , (2.51)

where 7 denotes the transpose and complex conjugate. It then follows that L must

((1] _01> =LH (g é) L. (2.52)

satisfy

Matrix L then becomes

L(z) = Qf‘:“) k() (2.53)

2.1.2 Elastic case

The linear equation of motion and the linear deformation equation in a horizontally
lavered elastic medium are given by
oOv; = (‘)jr,»j + fi (2.54)
Orij = CijuOwr — Ooij, (2.55)
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where Cjp is the stiffness tensor, 7;; the stress tensor. and o;; the stress source

tensor. The stiffness tensor and the stress tensor are symmetric, ie. Cijiy = Cijin =
Cjirt = Chiiy. and 1; = 75 Equations (2.54) and (2.55) define the base for the

decomposition method below the ocean-bottom.

Assuming no sources are present and using vector notation the above equations

become :
o0v = 0T
0{7’_,‘ = CJ‘[O[V
with
al i
Up Trj ¢ xrjal (/.rjyl
- - ol
v=1luey | mi=m ], Cu=[Cuu Cyw
[ T:j C:j.z'l C:jyl

ij M
Cyj
O:j:l

Transforming these equations to the two-dimensional wavenumber-frequency (k,, ky,w)

domain and writing each component gives for equation (2.56)
jwy‘.:r = —j}\’ul'T;rJ - jkyfz'y + 0:1:1.1':«
Jwel 'y = _.jk.rTy.r - jk’yTyy + a:Ty:~
jwoVs = —jk,Tep — jk,Toy + O.T-..

Assuming an isotropic medium, the stiffness tensor becomes (Auld, 1973)

Cijrt = Mij0k + plbin &5 + 6110 ],
where d;; is the Kronecker delta defined as
) 0 ifi# J,
dij = e
1 ifi=j.
Substitution of equation (2.62) into cquation (2.57) gives
8{T§j = éjj)\ak'l}k + u(a,-vj + ajv;)
or, in the two-dimensional wavenumber-frequency domain,
JoTer = =jke 4 20)V2 — jRy AT, + 0017,
jwTyy = =ik AVe — jky(A + 20)T, + A3- T,
JoTos = =jkeAVie = jh AV, + (A + 2)0: V7,

jwTe. = juTey = p(—jk: Ve +8:13),

ijlz = ijzy
jWTry = jWTyw

u(—=jk, Ve +8,V,),

I

w(—jkeVy — jky, Vi)

(2.59)
(2.60)
(2.61)

(2.62)

(2.63)

(2.64)
(2.65)
(2.66)

(2.67)
(2.68)
(2.69)
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By eliminating the quantities that may be discontinuous at the boundaries (i.e.
Toz, Tyyr Tey) from equations (2.59-2.61), (2.64-2.66) and (2.67-2.69), a system of
first-order differential equations is obtained:

0:QF(2) = AP(2)QF(2), (2.70)

where QP is a permutation of

(2.71)

The permutation QP is used in order to be able to derive the composition /decomposition
equations along similar lines as in the acoustic case.

~ -T,.(z
Q*(2) = i ~zz§z; , (2.72)
—?yZ(Z)
z Z)
and
0 A12(»’4’))
Arny =1 . 2.73
) <A21(z) 0 273)
with
] % 0 gk
ke Jky  —jwo
and
; —jOJQ - J%[O(lkz + Mk?:] _j%a‘zkzky .]k.z /\':‘211
As(2) = —jiwagkmky —jwp — jiw[,ukg + a1k jky—)\.:\zu , (2.75)
ike st ks st I
where
A+
ar = 4 2‘; ) (2.76)
3A+2
P /\+2:)' (2.77)

Because an isotropic medium is considered and because of the way in which QP is
ordered, matrix AP has the same antidiagonal form as the matrix A in the acoustic
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case. Therefore, the eigenvalue decomposition of matrix AP can be performed in a
similar way as in the acoustic case.

Eigenvalue decomposition of matrix A? gives
AP(2) = LP(2)A()[LP ()7L (2.78)
The eigenvalues (j=) ¢ arc found by solving the characteristic equation
det[A? — ¢I) = 0. (2.79)
Because of the special structure of AP (equation 2.73), this is equivalent with solving

det(A Ay — C2T) =0, (2.80)

giving six cigenvalues, jk. . &jk. ,, £jk. s , where

k:.p \/k}", - kz - kz, (2.81)
k.o N (2.82)

ky = w/cp=ow/(A+2p), (2.83)
k2 = W =ow?/p. (2.84)

The diagonal matrix A becomes

_J-k:‘p(z) 0 0 0 0 0
0 —jks +(2) 0 0 0 0
" 0 0 —jkss(z) 0 0 0
A(z) = ’ .(2.85
(2) 0 0 0 jkip(z) 0 0 (2.85)
0 0 0 0 k. s(2) 0
0 0 0 0 0 Jk: (2)

o (6 0
LN I = 5 .
o (8)=<3). o

ApAnt = (2.87)
A21A12£2 = <2€27 (288)

or

¢* = —k%, or —k2  was used.
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Similar to the acoustic case, the eigenvector matrix L? is given by

. i? I?

Lr = (~1 3), (2.89)
i L

L = (Fl,p {15 67'1) (2.90)

B = (b, b, G,), (2.91)

where the columns of matrix L contain the eigenvectors of matrix AP.

The matrix AjsAs is given by

Alezl =
—k2 + ()\XjuL)k + k2 (qu)k k ‘f(w“)
2520 Raky —k R+ (5 >\+2u )y _7‘_(;(?2" )kz)
B OL2 _ 9n21 ¢ +
2(3 ++2M )Relt k2 — 2K2 — 2k2] 2(——L§j,u) U2 - 2k7 - 2k7) —kp — gt
(2.92)

As the matrices A;» and As; are both symmetric, Ao A, obeys the symmetry
relation

ApAy = (ApAg)T. (2.93)
The eigenvector Z’L,, is then obtained from equations (2.87), (2.81) and (2.92) as
by
&= ol : (2.94)
:%[kf —2k% - 2k§]1f1p

From equation (2.87), using (* = —k2 ,, where k, , is defined in equation (2.82), it
can be seen that all three rows of Aj»Ay; — ¢21 become dependent:

(ALQAQI—CZI)ZI,s = 0, or (2.95)
2kzkya+2k§b+k—'zﬂc =0 (2.96)

if ), = (a,b,¢)T. Two independent eigenvectors that satisfy this equation are easily

found:
1 1
e)y=|-%|, @@= o |. (2.97)
0 _ 2kep
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A general solution for the eigenvector is given by a linear combination of {(e,) and
8 8 3 1

(ea):

m o+
mle) +plen) = | —gEm |, (2.98)
—2hattyy,

where 9 and 1, are arbitrary scaling factors. The cigenvectors €| ; and | , are then
given by

m -+ 1)/1 + 1,
flea=1 — f\l m . 0= *fl—j"l] . (2.99)
_ 2k, g"- 2k qt '}1’7
Matrix I:.‘l’ then becomes
liy m -+ -r]’l + 71.;
- Ky k kg )
L = -l =M R (2.100)
ZLKIT[L;) — 2k2 — 2k2)¢1, —55”;—’#7]2 —z%‘il)._,

N ' ’ . . . .
where €15, 1, 12, 1,, and 7, are normalization factors still to be detcrmined.

Using equation (2.88) and (2.93) the cigenvectors f_:‘-g,p, ('—;b and (?2"8 are found:

Oy S+ & & +6
- ky g ke kg g!
LY = 7t —=& -6 . (2.101)
w f _ kew é- _ kaw é-’
Dkop 2P u[kZT-282—2k2] 52 nlkZ—2k2 —2k2] 2

where (4, &1, &2, f;, and f-'z are normalization factors still to be determined.

In this thesis, the normalization will be performed in such a way that the one-way
wavefields represent compressional (P) and shear-wave (S) potentials. The particle
velocity can be written as the sum of a compressional component v, and a shear
component vg:

—00vy = V¢, (2.102)
—00ve =V x 9, (2.103)
(2.104)

Y = (P, 1y, 0:2) 7, (2.105)

where ¢ is the scalar P-wave potential and 1 the vector S-wave potential; v, is
the potential for S-waves polarized in the y, z-plane, ¢, is the potential for S-waves
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polarized in the iz, z-plane, and 3. is the potential for S-waves polarized in the
z,y-plane. The P- and S-wave potentials therefore satisfy
1
Jwp

V= (VP +V x ¥), (2.106)

in the frequency domain. Written in its components this becomes in the wavenumber-
frequency domain

| [k,
V=—-—r | —jky®+jk¥.+0,9, . (2.107)
TP N 0.8 - jkoby + jky ¥, )
In addition the divergence of 9 is zero, or
— k¥, — jk, ¥, +0,9, =0. (2.108)
Substituting the following equations into equations (2.107) and (2.108):
d=6t+d", F=0" 19 (2.100)
and
8,8% = Fjk, ,8%, 0T = Tk, I, (2.110)

and eliminating ¥¥, the desired relation between the particle velocity and the P-
and S-wave potentials is found

~, —kok, —(k2~k2) ~
‘ia‘ kz gcz,az kz,s ?+
Vil= 2l k B ke \Ili (2.111)
V. kep  —ky k; oy
I W
thp| ok R b {0 (2.112)
—kep  —ky ke v,
Using the definition Q¥ = LPD?
Val(2) &+
"Ny(z) - . ‘?;
-T.:(2) ) _ (LY LY vr
Tty | T\ -iz) | 8" | (2113)
_?y:(z) —“?;
V.(2) —¥;
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and the expressions for LY and LY in equations (2.100) and (2.101), it can then be
secn that

k. —ky (k3 —k32) kyk. o
0, = —=. — ‘—_-'1’ , = -2 = 14
T kebowwe T Thewe S
, . b =k
_ Yy _ 2.8 & "
T ke T ae 2119
and
why —whkaky 7..)(1\“;)7’*3)
. . I u!:':,_«q [
Lp: / i’l’ w(ky ’\;) whaky, . (2116)
1 w2p I k., wk .
2 B 2 < 2 ¢ B
(k3 - 2k — 2k;)  —2kyk. s 2kih. s
And
../t I\ 2 2 ¢
. 5 = ki —2ks —2 2.11
oy = Sk & ML( -2k, @)
£ = “ 22 — 2k3). (2.118)

To find normalization factors & and &, an cquation additional to equation (2.112)
is necessary; an expression for =T, or —T}. expressed in terms of ot lIIfF and \Ilf
From equation (2.106) it can be seen that

VXV=—l¥x(Vxw. (2.119)
Jwp

Together with the linear deformation cquation:
ij = (Sij)\ak’uk + ,u(a,‘l..‘j + ajvi), (2.120)

and using equations (2.108) and (2.112):

M 5 - 2 D= 4 ¢ 7 I —
~T,. = m[2ky1cz,,,(<1>+ — &) + (k2 — 2k) (¥ + 9 + 2k ky (U] + ¥, )]2.121)
The remaining normalization factors can now be obtained:

_ THky o or2 ‘
& = S ——L (k7 — 2k)), 5,* Zk (2.122)

and

2k.l)k:,p ‘2}\7,1.]\'1/ _(kf _ 2k3)
wka

0 wk. _whky
I u u
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Equation (2.113) can also be written as

Ve(2) o+t
Vy(2) vt
—T..(2) Li? Ly#y | &)

‘ . -1 - 124
—Tes(2) (L;P L) | & |’ (2.124)
_:yz Z) ‘?;

Vi(z) v

where f.f.‘zp are the “composition sub-matrices” for the downgoing part of the wave-
field, and faf‘.’f are the “composition sub-matrices” for the upgoing part of the wave-
field. The relation with Lf, is

LH? = 12, (2.125)
L7? = LP(—k.,), (2.126)
Ly? = L, (2.127)
Ly? = L5(—k.p)- (2.128)

The sign change of the vertical wavenumber between down- and upgoing wavefields
is explained in Figure (2.1).

a) b)

Fig. 2.1 Relation between a) the wavenumber corresponding with the downgoing plane P-
wavefront (k}) and b) the upgoing P-wavefront (kp,). The same relation exists
for the S-waves.

For the remaining part of this thesis, Q¥ is rearranged back back to: Q = LD where

- (TN _ (T ar (L) a.  (EF B[\ :-
= ()~ () - (f 1) ew
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and
D= (%, ¥F o &7, 0, ¥ (2.130)

The decomposition operator N is then the inverse of the composition operator L.
Or D=L 'Q = NQ. where

. NNt
N = (g', ﬁ,) (2.131)
1 2

The “composition sub-matrices” become:

1 +2k ke, —2k,k,  —(k? — 2k2)
L= 1% 2k, k., k2—2k2 2kk, |, (2.132)
w2 N i Y ! k
ORI =22 - 22 F2hghos 2k,
,'r}\_ 2 1.2
D B = ey e
Li = — 1 & i(kl —ky) by (2.133)
+h.p —ky ky
and the “decomposition sub-matrices” become:
the b g
. 1 k:.p ’-':.p &
Nf = 5| 0 1 Fpe |, (2.134)
Ko
-1 0 + e
2_ 512 _op2
2%, 2k, + e 7h)
- ' s 212 _op2 =P
NE = 2’—“] heky TR —2k, . (2.135)
kI-2k2-k3) o kg
S 2k,

For laterally invariant media, derivations of the decomposition equations from the
clastic wave equation have been given in various publications (Frasier, 1970; Aki and
Richards, 1980; Kennett, 1983; Ursin, 1983).

As in the acoustic case, using the definition

Q(z) = L(z)D(2), (2.136)

and its inverse
D(z) = L7'(2)Q(2) (2.137)
= N(2)Q(z), (2.138)

the one-way wave equation can be written as

5.D = BD, (2.139)
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with
B=A-No.L. (2.140)
This gives a coupled system of equations for the down- and upgoing P- and S-

wavefields.

From equation (2. 140) it can be seen that when the medium is homogenoom the
partial derivative of L becomes zero so B reduces to the diagonal matrix A, hence
the down- and upgoing P- and S-wavefields decouple. For z-dependent media the
down- and upgoing P- and S-wavefields are coupled by the term N9, L.

In a homogeneous layer, a solution of the two-way wave equation, 8:Q = AQ, is
given by

Qz) = W(z,zo)Q(zo), (2.141)
where
Wi(z,20) = exp(AA2), (2.142)

with Az = z — zp.

The operator W (z, z9) describes two-way wavefield extrapolation from zg to z. The
wavefield extrapolation can also be performed in three separate steps, using the
one-way equation. This follows from

W(z,2) = exp(LAL™'Az) = Lexp(AAz)L™! = LV(z, 20)L 7}, (2.143)
with
V(z,7) = exp(AAz). (2.144)
Putting this expression for W into equation (2.141) results in
Q(z) = LV(z,20)L 7' Q(20), (2.145)

where, from right to left, L~2Q(zp) describes decomposition of the total wavefield
at 2o into downgoing and upgoing waves, \7(: zp) describes one-way extrapolation
of downgoing and upgoing waves separately from zg to z, and L describes the com-
position of the downgoing and upgoing waves at z to the total wavefield again.

In this thesis we will be concentrating on the composition/decomposition operators
L and N for the special case of ocean-bottom seismic data, with an emphasis on the
implementation of the decomposition theory to field data.
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2.1.3 Special case (k, = 0)

For further insight, it is interesting to look at the special case of a wavefield prop-
agating in the ., z-plane (i.e. k, = 0). Substituting ¥, = 0 in equation (2.70), two
uncoupled systems are obtained.

One system, contains only particle motion in the y-direction while the wavefield is
propagating in the &, z-plane:

@:(:))2 0 —jwo— F5uki (—?7u:(:)> -
o (o (—.;‘,%' 0 ) W) ) e

Waves that behave in this way are also called SH waves.

The other system contains only particle motion in the - and z-directions while the
wavefield is, again, propagating in the @, z-plane:

_T.r:(z) 0 -}I’Tﬁ —Jjwo — ﬁ(l] Af 0 _Tz':(:)
_T::(3) Jke 0 0 —jwo —T“(z)
d: | =l : 2.147
() Sjgo0 0 ke || e [BH0
V(2) 0 —ixis  Jkextw 0 Va(2)

Waves that behave in this way are also called P-SV waves.

The “composition” and “decomposition sub-matrices” for this special case reduce to

_Ty: _T 'i’i— c
() -tor ()

. 1 [EAL wkD
Lsp = — ( 2 j".z) ; (2.149)
YeARL T.
- ~ 1 1 ““‘.'.s .
Ny =L, = 3 (1 _”“;(.:_s> , (2.150)
_ :“(z) i ~ (§,+
“LaG) | Lipsv Liposv % ; (2.151)
‘j(z) Lip_sv Lip_s ¢
Vi (2) U
- +2kok., —(k - 2k3)
Li R o . T *’5' 8 F 215
LP-SV T 0, <k’ ok A2kk., ) (2.152)

= 1 k.  Fkos
RS _ x 2.8
Lyp-si = wo (ik:,p k. ) , (2.153)
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N eS|
Nip sy = = Ko ke | (2.154)
L 2\ -1 e
2 512
) 2k + Eem2hy)
+ _ z k.
Nipsv = o :F“ 2 ak2) 2k,v . (2.155)

For the special case of a wavefield propagating in the z,z-plane, ¥, denotes the
potential for S-waves polarized in the y-direction and \ily denotes the potential for
S-waves polarized in the z, z-plane. Thus, ¥, is equal to the potential for SH waves
and \iiy is equal to the potential for SV waves.

2.2 Wavefield decomposition for the special case of ocean-bottom data

The composition and decomposition equations derived in the previous sections can
be respectively written as:

Q=LD
or
(F67) -G8 B ) e
and
D=L"Q=NQ
)= wo) (w) e

For the acoustic case Q is given by equation (2.25), L, N by cquation (2.35), and
D by equation (2.42), (2.44) or (2.51). For the elastic case Q is given by equation
(2.71), L by equations (2.132)-(2.133), N by equations (2.134)-(2.135) and D by
equation (2.130). The above equations arc rewritten for the ocean-bottom situation
by applying the specific boundary conditions for a fluid-solid contact, i.e. vanishing
shear-stress and normal-stress equal to minus the acoustic pressure.

In the application of the decomposition theory to ocean-bottom data, k, will be
taken equal to zero. A short summary of the assumptions and limitations within
the decomposition theory as derived in this chapter, will be given in section 2.7.
Limitations in application will also be discussed with the field data examples.
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Furthermore, the composition/decomposition equations are transformed to the raypa-
rameter-frequency (p.w) domain. In this domain the operators become frequency
independent, thus avoiding divisions with low frequencies. Using the relationships

ky = wp

and

where

is the vertical slowness or vertical ravparameter. the vectors and matrices in equa-
tions (2.156) and (2.157) can be rewritten in the paw domain for the acoustic and
elastic situation by writing U(A'I,z,w) = fJ(wp‘ z.w), and substituting the above
expressions into the matrices L and N. In the following U(z) will be used as short

for U(wp. 3. w).

2.2.1 Acoustic wavefield vectors and composition/decomposition operators

In the acoustic case, the traction and particle velocity vectors and the one-way
wavefield vectors become scalars, according to

T.(z) =—-P(z), V(z)=1.(2) (2.158)
and
Dt(z) = Pt(z), D (2) =P (2), (2.159)

where P(z) is the acoustic pressure at depth level z, V.(z) the vertical component
of the particle velocity and where P*(z) and P~ (z) represent the pressure in the
downgoing and upgoing wavefields !, respectively.

The acoustic composition/decomposition sub-matrices also become scalars, given by

q(2)

LiGz)=1, Li(»)= i@ (2.160)
and
S+ _ 1 N o(z) c
Ni(2) =5 Ny(2) _i2q(z). (2.161)

"In the remainder of this thesis the pressure normalization will be used for the acoustic one-way
wavefields.
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Note that the operators depend only on the velocity and density of the acoustic
medium. Substitution of equations (2.158-2.161) into equation (2.157) yields

o)

V.(2). 2.162
2() (2162)
The depth of the ocean-bottom will be defined as z = z;. The density, velocity, and
vertical rayparameter in the water layer will be denoted by go, ¢ and gy. Hence,
decomposition just above the ocean-bottom is described by

PE(z) = o P(z) & 2L

- 1.~ -
PE(z) = 5P() + %V;(El), (2.163)

where P(z1) and V.(z)) are the (Radon transformed) pressure and velocity mea-
surements and It (z,) and P~ (z;) are the downgoing and upgoing wave fields just
above the ocean-bottom (actually at z; — ¢, with € — 0).

2.2.2 Synthetic data

The effect of the decomposition will be demonstrated on synthetic data from a simple
horizontally layered model. In Table 2.2 the model parameters are given. The
pressure and velocity components as a function of offset and time (at the interface
between the first and second layer, i.e., the ocean-bottom) calculated for this model
are displayed in Figure 2.2. The synthetic data were calculated with a dipole P-wave
point source, located at the water surface at z = 0. The source wavelet is a zero-
phase cosine wavelet within the frequency bandwidth of the data. The bandwidth
of the synthetic data goes up to 60 Hz. The synthetic data were calculated using
the reflectivity method (Miiller, 1985).

Table 2.2 Model parameters used for the generation of synthetic data.

depth (m) P-velocity (m/s) S-velocity (m/s) density (kg/m3)

0 - 500 1500 0 1000
500 - 1000 2100 600 2000
1500 - 2000 2500 1700 2200

> 2500 3000 1900 2500

Application of the acoustic decomposition operators to the synthetic data involves:

e Applying a Radon transform to the data in Figure 2.2.
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Fig. 2.2 Synthetic ocean-bottom data, (a) pressure component, (b) horizontal in-line ve-
locity component, and (c) vertical velocity component.



32 Wavefield decomposition: theoretical aspects

e Applying equation (2.163) for each frequency component w and each raypa-
rameter p.

¢ Performing an inverse Radon transform.

The result of this procedure is displayed in Figure 2.3. Notec the absence of primary
reflections (upgoing) in the downgoing pressure wavefield just above the bottom, as
expected.

offset (m) offset (m)

0 -8000 2000

o5

1.01

time (s)
time (s)

158

20f

25
a) p* b) p~

Fig. 2.3 Acoustic decomposition just above the bottom, (a) downgoing pressure wavefield,
(b) upgoing pressure wavefield.

2.2.3 Elastic wavefield vectors and composition/decomposition operators

For the 2-D elastic case, the traction and particle velocity vectors and the one-way
wavefield vectors become

I
and
D (z) = (i:g;) , D (2) = <$:8) , (2.165)

where W is the SV-wave potential and is the same as lily of equation (2.130)).
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The elastic composition/decomposition operators are given by

s oo E2pe(z) —(e57(2) - 2pY) ‘
L7 (2) = ex(2) <(‘S2(:) o Lapgs() ) : (2.166)

. 1 P Fas(z) _
Li(x) = ( , ) 2.167)
2 o(z) \tqr(2) P (2165,
+ . 1 iq;»l\):) 1 D} Y
Nf =5, (2.168)
gs(2)
and
N . el
N%(:):M ,,f)f" 2 TE : (2.169)
2 3 esi(s1—2p 9
Fo—— 2p

g-(2)

where the vertical rayvparameters are defined as

ap(z) = \Jep*(2) = Pt as(z) =

with cp. ¢s and g, the compressional velocity, shear velocity and density of the elastic
medium. At the occan-bottom, the clastic operators, Lf(zl), Li(z), Nf(zl) and
N._,i(:l), depend solely on ¢p;, csp and p; just below the ocean-bottom. Hence,
using equation (2.157), decomposition just below the ocean-bottom is described by

e (z) = 2, (2.170)

D*(2)) = -NF(2)T.(21) + NI (2)V(z). (2.171)

where T',(z,) and V(z,) are the (Radon transformed) stress and velocity measure-
ments and D (z;) and D~ (z) are the downgoing and upgoing wavefields just below
the occan-bottom (actually at z; + €, with € — 0). At the ocean-bottom the shear-
stress vanishes, whereas the normal stress is equal to minus the acoustic pressure.
Hence, in cquation (2.171) we have

-T.(z) = (13(021)> . (2.172)

Application of the elastic decomposition operators to the synthetic data (Figure 2.2),
following a similar procedure as described in section 2.2.2, gives the result displayed
in Figure 2.4. Note the absence of the water multiples and the direct (transmitted)
source wave in the upgoing P- and S-wavefields just below the bottom, as expected.
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Fig. 2.4 Elastic decomposition just below the bottomn, (a) downgoing P-waves , (b) upgoing
P-waves, (c) downgoing S-waves, and (d) upgoing S-waves.
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2.3 Wavefield decomposition in two steps

In the previously treated clastic decomposition procedure the down- and upgoing
waves and the P- and S-waves were separated simultaneously. An alternative formu-
lation is possible, where the same decomposition result is obtained in two steps. A
derivation of the equations for multi-component surface data is given in Wapenaar
and Haimé (1991). Here a similar derivation is presented for ocean-bottom data.
In the two-step decomposition procedure the first decomposition step yields down-
and upgoing fields expressed in terms of stresses. This choice is arbitrary; other
wave ficld quantities could be chosen. However, with this choice the decomposition
cquations will appear to have a simple form. The second decomposition step sepa-
rates the P- and S-waves. The derivation of the partial decomposition operators is
as follows. From equation (2.156) we obtain

—T-(21) =L (c)D™(2)) + L7 (z1)D (21). (2.173)

s

v ~

—Tj(:,) —T;_(:l)

(:;izz:;) - <£T(()Zl) i;(()z1)> (ET::;) (2.174)

or, upon substitution of equation (2.157)

~T(21) _ (M) M () (-T.(2) -
(_T:(ll)) B (Mf(zl) M;(;l)) ( Vi ) (2.175)

where the partial decomposition operators arc defined as

or

I

M{(n) = Li(z)Ni(21), (2.176)

For the second decomposition step into P- and S-waves equation (2.174) is merely
inverted, yielding

D+(Zl) o {il+(,’:1)}7l O _Tj(zl)
<D—(zl)> B < l (0] {f.f(zl)}‘1> (‘T:_(ﬁ)). (2.178)

Expressions for the two-step decomposition operators of the first step for the 2-D
case can then be obtained by substituting equations (2.176),(2.177) and (2.166—
2.169) into cquation (2.175). We find

~T3(2) = ~ME(z)T.(21) + ME()V(21), (2.179)
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or
“TEE)\ _1( 1 £\ (0 Lo +2 0 (X: (=1)
~TE(z) 2\Fx2 1 P(z) 2 0 22 \Vi(=)
(2.180)
or
“ThG) = 2 PP+ Q’Bl‘ (21), (2.181)
- 2qs.0
7 15 05 -
~TE(z) = =P(z)+=V.(z 2.182
(z1) 21)( 1) 2 1) (2.182)
where
m=cM@mew 1 -2, (2.183)
mo= &ai2qpigsa — (cg] L —2p%)], (2.184)
ara = \J¢py — P, (2.185)
asa = Jesh - (2.186)

Note the simple structure of equations (2.181) and (2.182): only two data-components
are required simultaneously. Also note that equation (2.182) has the same form as
the acoustic decomposition equation (2.162), apart from the factor 8, (this factor
approaches unity when cg; approaches zero). Application of equations (2.181) and
(2.182) to the synthetic data of Figure 2.2, following a similar procedure as described
in section 2.2.2, gives the results displayed in Figure 2.5. Note the direct {(transmit-
ted) source wave is absent in both the downgoing and upgoing shear stressfields 2
and the water multiples and the direct (transmitted) source wave are absent in the
upgoing normal stressfield just below the bottom, as expected.

For the P- and S-wave decomposition step, equation (2.166) is substituted into equa-
tion (2.178) to obtain

=~ ~ -+
—D*(z)) = {LE(:))} 7T (1), (2.187)
or
(‘?i(»’fl)) _Sa [ gy o5 (— T::i(zl)) (2.188)
U(z)) B \=(e53 —2°)  *£2pgpy ) \-TE(21)/) " '

The results of this step are similar to Figure (2.4), therefore they are not displayed
again.

2Due to the boundary condition 7., = 0 at the occan-bottom and the fact that the upgoing
wavefield should not contain the direct source wave, the downgoing wavefield cannot contain a
direct source wave either without violating the boundary condition.
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Fig. 2.5 Step ! of elastic two-step decomposition just below the bottom, (a) downgoing
shear stressfield, (b) upgoing shear stressficld, (c) downgoing normal stressfield,
(d) upgoing normal stressfield.
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2.4 An adaptive decomposition scheme

The two-step decomposition procedure makes it possible to applv an adaptive de-
composition to ocean-bottom data without any a priori knowledge of the medium
paramcters just below the ocean-bottom and the calibration factors between the
measurcments of the different components. The proposed adaptive decomposition
scheme consists of five stages. It makes use of three intermediate decomposition
results from the acoustic decomposition and the elastic two-step decomposition. In
the last stage the down- and upgoing P- and S-waves are obtained. The model
parametrization is shown in Figure 2.6.

00, Co
occan-bottom

01,CP,1,C8,1

il
M

02,CP2,C52

Fig. 2.6 Model parametrization.

Figure 2.7 gives an overview of the equations involved in the decomposition scheme.
Figure 2.8 shows how the scheme is implemented in practice. The y-component
of the particle velocity is not taken into account, which simplifies the application.
In the following, cach stage in the adaptive decomposition scheme will be treated
scparately.
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Stage 1: Corrections for cross-coupling

In this first stage the measurement of the vertical velocity component (denoted by
v.') is corrected for imperfections in the acquisition that are not addressed further
on in the scheme. Often when the pressure and vertical velocity components of
field data are compared, strong events with a low moveout velocity are observed
on the vertical velocity component that are not present on the pressure component.
These events (presumably converted waves) will not be compensated for when the
components arc combined in the decomposition procedure and therefore they will
deteriorate the decomposition result if they are not removed.

When v. would truly be that part of the wavelield with its displacement perpendic-

Ideal

1. rotation:
. , . .
v: =cospcosh v, —sing v, —cospsing v,
’ ’ . , . !
ve =singcosf v, +cosdv, —singsing v,

2. above bottom:

3. below bottom:

4. below bottom:

. below bottom:

[<1]

. c - R -
¥ = HFwesa T — (5] - 2T

2
N lor: ; 21 7 [
B = (e - )T ¥ 2pan T

Fig. 2.7 Overview of the equations involved in the adaptive decomposition scheme. All
decomposition equations are formulated in the rayparameter-frequency domain.
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Practical

1. rotation and cross-coupling:
t ’ | '
ve=v, —r(t)* v, —ra(t) * vy
)

Uy = Uy

Criterion: similar events on p and v,

N 1- -
2. above bottom: PE=_P+ Aw)-— 2
2 2(]0
Criterion: no primaries in p*
= a(t) = Alw)
. e _ Lg T
3. below bottom: -T=Z = EP + Hw)F(p)V?

Criteria: no direct wave and no waterbottom multiples in 77,

=> F(p); inversion = estimates of p1,¢p,cs,1

4. below bottom: - Tziz = NP By B(w) 9161
2115,1 q5,1
Criterion: no direct wave in 7%
= b(t) = B(w)
5. below bottom:
x4 ‘izq,l Rt -2 2\t
® = {:FZPQb lT rz (CS,I -2p )T:z}
_)
U = ; {(c55 — 20")TE F 2para T2}

Fig. 2.8 Overview of the adaptive decomposition scheme as it is applied in practice.

ular to the ocean-bottom, it should be expected that the same events are recorded
as on the pressure component (although with different amplitudes)®. In the ideal
case (perfect geophones, perfect coupling) the only deviation from v, compared to

3Due to the opposite sign of the reflection coefficients for pressure and vertical velocity, and the
interference of different events, it is possible, though, to have situations where different events are
seen on the two components.




2.4 An adaptive decomposition scheme 41

the ‘true’ vertical particle velocity component could be a rotation caused by e.g.
topography of the ocean-bottom. In Figure 2.7 only the rotational corrections to
the vertical geophone component and the horizontal x-component are shown, as
only these components are used in the further stages of the adaptive decomposition
scheme. The full rotation operator for all three velocity components is given by:

Uy cos¢p —singsinfd  singcos vy
. '
vy | = 0 cosd sin @ vy |, (2.189)
. . ’
v, —sinfl —cos¢sind  cosdcosf v,

where ¢ is the in-line rotation angle and € is the cross-line rotation angle (sce Figure
2.9). Here it is assumed that only two angles are required to define the rotation, be-
cause the w-component is already oriented in the correct direction (i.e. the direction
of the cable).

In practice (Figure 2.8), the vertical component is corrected by adaptively sub-
tracting the horizontal components from it, in this way removing the unwanted
horizontal motion from this component. For gimballed geophones the leaking of
energy is mostly caused by so called ‘mechanical cross-coupling’ (Maxwell, 1998),
meaning that the vertical geophone is also sensitive to horizontal motions, and the
horizontal geophones to vertical motions. Conversely, the horizontal components can
be contaminated with vertical motion, and need to be corrected for cross-coupling
too. However, these components cannot be treated in the same way as the vertical
component, as there is no similar calibration criterion. An additional correction
in the horizontal plane was discussed in (Gaiser, 1998; Li and Yuan, 1999). Here,
the horizontal components have been correctly orientated in the cable direction by
minimization of the energy in the direct arrival on the crossline component. This
correctly orients the horizontal components - assuming a roughly horizontally layered
medium - but does not remove cross-contamination of vertical motion. However, the
problem of cross-coupling might be solved in the future by more advanced measuring
systems.

Stage 2: Acoustic decomposition just above the bottom

The acoustic decomposition just above the ocean-bottom is used to resolve the cali-
bration filter 4(w}) between the pressure and vertical velocity component. Modifying
equation (2.163), gives in the p, w-domain

~ 1~ -
PE=_Pt A2V, (2.190)
2 2q0

where gp and ¢o are the density and vertical slowness of the water-layer. The cali-
bration filter is supposed to include all differences between the hydrophone and the
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Fig. 2.9 The coordinate system a;!, y!,zl is measured by a gimballed geophone system (the
z-azxis is vertical with respect to the water surface). Coordinate system x,y, z is
rotated so that z is locally normal to the ocean-bottom, where ¢ is the rotation
angle in the x,z plane and 8 is the rotation angle in the y, z plane.

vertical geophone component that are not related to the actual wavefield propaga-
tion, such as differences in coupling and impulse response of the measuring devices.
The acoustic decomposition operators in equation (2.190), 1/2 and go/(2go), are
already known (as they depend solely on the velocity and density of the water).
This leaves A(w) as the only unknown factor. To resolve A(w) the extra condition
is imposed that therc should be no primary reflections present in the decomposed
doungoing wavefield above the bottom (P*). A least-squares optimization proce-
dure on this criterion is performed in the time domain, within a window containing
mainly primary reflections. As a result the convolution filter a(?) is obtained, which
is then transformed to the frequency domain. The procedure is shown schematically
in Figure 2.8. Filter A(w) is used as input to the next stage of the scheme. In Figure
2.10, the optimization result for the synthetic dataset is displayed. The window
in between the gray lines in Figure 2.10a and b contains only primary reflections
and should be empty after optimal subtraction of the p and ¥, components (Figure
2.10c). As there arc no coupling issucs with synthetic data the coupling filter (Figure
2.10d) should be 1.

Stage 3: Elastic decomposition into = just below the bottom

The next stage is an elastic decomposition below the bottom, into up- and downgoing
normal stressfields. As in the previous stage we are dealing again with the pressure
and vertical velocity components. Modifying equation (2.182), gives in the p,w-
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Fig. 2.10 Demonstration of the optimization procedure in stage 2 applied to the synthetic
data. After multiplication of (o) with 5 and (b) with 2 in the p,w-domain, the
gathers are subtracted from each other so that the energy in the window between
the curved gray lines becomes minimal. The subtraction result is displayed in
(¢). The calibration filter (d) is approzimately 1 for the synthetic data.
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domain

Vi, (2.191)

where ¢, and gp, are the density and vertical P-wave slowness of the medium just
below the bottom.

The calibration filter A(w) is already known from stage 2. This time the unknown
factor is the operator in front of the V. component, as it depends on the (unknown)
medium parameters just below the bottom. To find the operator, the expression is
replaced by a general rayparameter dependent filter F(p):

-T* = %P + A(w)F(p)V.. (2.192)

The condition imposed on the decomposition result is that there should be no direct
wave or water bottom multiples in the upgoing normal stressfield below the bottom.
A least-squares optimization procedure on this criterion is implemented in the time
domain within a window containing at least the direct arrival (see Figure 2.11).
As a result a convolution filter f (p) is obtained which is then transformed to the
frequency domain to obtain F(p)* (Figure 2.11d). Note the absence of the water
multiples and the direct (transmitted) source wave in the upgoing normal stress
wavefield just below the bottom (Figure 2.11¢), after subtraction.

An estimate of the medium parameters is obtained by inverting the filter F(p) =
(0151)/(2¢p,1). The amplitude of the decomposition operator has the value of half
the P-wave impedance for normal incidence, therefore an estimate of the impedance
can be obtained from the amplitude of F(p) at p = 0. The amplitude of F(p)
becomes very large when the rayparameter corresponds to the critical angle (i.e.,
when p = £1/¢p1), thus giving an estimate for ¢p;. A more detailed description
of the inversion for the medium parameters is given in section 2.4.1. The estimates
that were used for stage 4 and 5 are cp; = 2083 m/s, c¢g1 = 557 m/s and g, = 2037
kg/m? (the actual values are in Table 2.2), and were obtained with the more robust
inversion method (section 2.4.1).

Stage 4: Elastic decomposition into 7 just below the bottom

The fourth decomposition stage involves the pressure and horizontal inline velocity
components, making it possible to resolve the calibration filter B(w) between them.

4Theory predicts that the filter I:’(p) is frequency independent. Due to the fact that the filler
f(p) is obtained in the time-domain and the bandlimited nature of seismic data, some frequency
dependency is always induced by the temporal Fourier transformation. However, within the band-
width of the data the frequency dependency is negligible.
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Fig. 2.11 Demonstration of the optimization procedure in stage 3 applied to the synthetic
data. After multiplication of (a) with & and (b) with %';11 in the p,w-domain,
the gathers are subtracted from each other so that the energy in the rectangu-
lar window becomes minimal. The subtraction result is displayed in (c). The
decomposition operator F(p) obtained after the optimization procedure is dis-
played in (d).
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Modifying equation (2.181), gives in the p,w-domain

o
2gs5,1

Tt =+ 12 by B

. V. (2.193)
2g5.

From equation (2.193) it can be seen that first the decomposition operators, (v1p)/(2¢s.1)
and (0151)/(2gs.1), must be calculated with the medium parameters just below the
ocean-bottom found in stage 3, before B(w) can be determined.

The condition for an optimal decomposition result is that there should be no direct
wave in either the up- or downgoing shear stressfields (as discussed in section 2.3).
Again the optimization procedure is implemented in the time domain in a window
containing the direct arrival (Figure 2.12), and a convolution filter b(t) is obtained
(Figure 2.12d). After optimal subtration of the components the direct wave is almost
completely removed (Figure 2.12¢). A small amount of energy remains due to the
small differences between the inverted parameters and the model parameters.

Stage 5: Elastic decomposition into P- and S-wave potentials just below the bottom

In the last stage of the adaptive decomposition scheme the estimated parameters
just below the ocean-bottom (stage 3) and the results of the elastic decomposition
into down- and upgoing stressfields (stage 3 and stage 4) are simply combined to
obtain the down- and upgoing P- and S-waves in the p,w-domain. According to
equation (2.188)

2

~ e ~ A
b+ = Sz TE - (02 - 2T, (2194)

P
- g 5 o -
o = 7;;—1{(@_-1 - 2°)TE ¥ 2pgp  TE). (2.195)

The final decomposition results are displayed in Figure 2.13. Note that the direct
wave has not been completely removed from the upgoing S-wavefield in Figure 2.13d.
This is caused again by the small difference between the inverted parameters and
the model parameters.

An alternative option would be to use the total (i.e. one-step) elastic decomposition
(equations (2.157),(2.168),(2.169)) and the estimations of A(w),¢p1,cs1,p01, and
B(w). In Figure 2.14 the difference between the final decomposition result obtained
with the adaptive decomposition scheme, and the decomposition results obtained
with equations (2.157),(2.168),(2.169) and the model parameters is displayed. The
small differences remaining can be attributed to numerical errors in the adaptive
scheme and the small errors in the inversion for the parameters.
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Fig. 2.12 Demonstration of the optimization procedure of stage 4 applied to the synthetic
data. After multiplication of (a) with E;L':I‘)T and (b) with -29'3‘-?‘1- in the p,w-
domain, the gathers are subtracted from each other so that the energy in the
rectangular window becomes minimal. The subtraction result is displayed in
(c). The calibration filter (d) is approzimately 1 for the synthetic data.
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Fig. 2.13 Elastic decomposition results just below the bottom obtained with the adap-
tive decomposition scheme, (a) downgoing P-waves , (b) upgoing P-waves, (c)
downgoing S-waves, and (d) upgoing S-waves.
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Fig. 2.14 Difference between elastic decomposition just below the bottom using equations
(2.157), (2.168), (2.169) and the model parameters directly, and using the
adaptive decomposition scheme, (a) downgoing P-waves , (b) upgoing P-waves,
(¢) downgoing S-waves, and (d) upgoing S-waves.
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2.4.1 Frequency independent inversion of F(p)

An essential part in the adaptive decomposition scheme described above is the in-
version for the medium parameters. Without the medium parameters the P- and

S-wave decomposition cannot be accomplished. The decomposition operator f’;ﬁ‘] is

fitted to the filter F(p) estimated in stage 3 of the adaptive decomposition by a least-
squares optimization procedure, to obtain values for the density, P- and S-velocity.
The least-squares error is defined as

1 -~ .
e(w) =3 S|F(wp) — @l (2.196)
i
o015
2¢p,

where F(uw;p) = , and u=(cpy,¢s1,01)-

In the optimization procedure, €(u) is minimized. An initial estimate of the medium
parameters is obtained from the location of the singularities of F(p) (giving cp).
From the amplitude of F(p) at p = 0 (which is equal to half the P-wave impedance)
an estimate of g, is obtained. An initial estimate for ¢y, is obtained by assuming
a realistic velocity ratio (cp1/cs.1). For the synthetic example a ratio of 4 was
chosen. Once an initial estimate for u has been obtained the actual curve fitting is
done in the pre-critical rayparameter domain, in this case the rayparameter interval
[-4-107%,4-107%] s/m was used. Otherwise the large amplitudes of the singularities
influence the curve fitting too much. This is demonstrated in Figure 2.15, where
the mismatch between F(p) and the best fit, F(p), is displayed, using the whole
rayparameter range. The error is displayed as a function of the discretization step
dp with which F(p) is sampled. The discretization step must be very small for the
error to remain consistent.

In Figurc 2.16 the filter F(p), obtained from the synthetic data is displayed. The
synthetic data belong to the horizontally layered model (Table 2.2) with parameters
epy = 2100m/s, eg; = 600 m/s and g; = 2000 kg/m? just below the ocean-bottom.
In the same figure the best fitting decomposition operator (line with dots) is given,
which corresponds to the values ep; = 2100.2 m/s, cs; = 599.2 m/s and g; = 1984.6
kg/m®. In Table 2.3 the medinm parameter values for the initial estimate and the
final estimatc arc compared to the model parameters. As can be scen the estimates
arc close to the true model. Only the density estimate has not improved compared
to the initial estimate.

The inversion, using only the pre-critical rayparameter domain for the fitting of
F(p), is not robust enough when there is noise present in the data. In Figure 2.17,
the sensitivity of F(p) to the parameters ep and g is investigated by calculating

F(p) for slightly different values and looking at the difference. From these figures
it can be seen that the information on c¢p is contained mainly in the singularity
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Fig. 2.15 Sensitivity of error (mismatch between F(p) and F(p)) to the discretization
(stepsize of dp), including the singularities.

Table 2.3 Model parameters compared with inversion result.

P-velocity (m/s)  S-velocity (m/s)  density (kg/m3)
model 2100 600 2000
initial estimate 2083.3 520.8 2001.7
final estimate 2100.2 599.2 1984.6
(pre-critical)
modified inversion 2083.3 557 2037
x 10°
15
10
=
IS
5
0 "
-6 -4 -2 0 2 4 6
pls/m) <107

Fig. 2.16 The least-squares optimization filter together with the best-fitting decomposition
operator (thick line) obtained from inversion.
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Fig. 2.17 Sensitivity of F(p) to variations in, (a) cp, and (b) cs. The dotted line is
the difference between (a) F(p) for cp=2100 m/s and cp=2150 m/s, and (b)
between F'(p) for cs =600 m/s and cs =610 m/s. The difference in (b) has been
multiplied by 10 for display purposes.

location. The function F(p) is most sensitive to cg in the neighbourhood of the
singularities. Because the singularities are not included in the curve-fitting, cp is
not well constrained in the optimization procedure. This may lead to ¢p values far
from the initial values, which is not desired. A second problem, in the presence of
noise, is that the part of F(p) that contains the information on cg, is near the critical
angle. Using only the rayparameter interval [—4-1074,4.107%] s/m, does not leave
enough information to obtain reliable c¢g estimates.

To obtain a more robust inversion, a modified inversion was used:

e First estimate ¢p from singularity location.

o Keep cp fixed, choose realistic ¢g and estimate g from a rayparameter interval
around 0.

e Keep cp and g fixed, and estimate c¢g from a larger rayparameter interval, but
not including the singularities.

This inversion is more robust in the presence of noise. The parameters for the
synthetic example estimated in this way are cp; = 2083 m/s, ¢s;1 = 557 m/s and
01 = 2037 kg/m®. For the synthetic data these estimates are a bit less accurate than
with the previous inversion procedure (Table 2.3), but still acceptable.
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2.5 Combined extrapolation/decomposition operators

In the adaptive decomposition scheme, discussed in the previous sections, it was im-
plicitly assumed that the medium below the ocean-bottom was homogeneous at least
up to a certain depth, so that the wavefield that is reflected from interfaces below
the ocean-bottom is well separated in time from the wavefield that travels directly
from source to ocean-bottom receiver. In this case, the decomposition operator
F(p). found by optimization, is indeed frequency-independent in the rayparameter-
frequency domain (at least within the data bandwidth).

Let us consider the situation where there is a only a thin homogeneous layer present
just below the ocean-bottom. The layer is thin enough for reverberations within the
layer to interfere with the wave that travels directly from source to receiver. The
optimization procedure that removes the ‘direct wave’, will now produce a frequency
dependent operator F (p,w) in the rayparameter-frequency domain (within the data
bandwidth). The frequency dependency is explained by the fact that the operator
F (p,w) is not a pure decomposition operator anymore, but a combination of an
extrapolation and a decomposition operator. The principle is illustrated by Figure
2.18. Figure 2.18a shows the situation where Az = 25 — 2; is large cnough to
distinguish between the first reflection from below and the direct arrival from above.
In this case, the optimization in stage 3 gives the upgoing wavefield just below 2z, and
F(p) is frequency independent within the bandwidth. In Figure 2.18b the situation is
shown schematically where Az is not large enough to distinguish between the direct
and reflected arrivals. The optimization in stage 3, by removing not only the direct
arrival but also the reverberations within the thin layer, now gives the upgoing
wavefield just below the thin layer (i.c. just below 2s) and F(p,w) is frequency
dependent within the bandwidth. Of course there are other possible ocean-bottom
models that would produce frequency dependent operators, another example would
be ocean-bottoms with a velocity gradient in top.

For the simple case where the ocean-bottom model consists of a thin homogeneous
layer on top of a half-space, an analytical expression for the operator F(p,w) can
be derived. This will be done first assuming an acoustic medium below the ocean-
bottom, and then for an clastic medium below the ocean-bottom. With the latter
expression it is then, in theory, possible to invert for all model-parameters in a
thin-layer scenario, and usc these parameters to obtain the upgoing P- and S-wave
potentials just below zs.
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a) b)

Fig. 2.18 Upgoing wavefield obtained after stage 3 of the adaptive decomposition scheme
a) with Az large enough to distinguish between the direct arrival from above
and first reflection from below , b) with Az small enough to cause interference
between the direct arrival and the first reflection from below.

2.5.1 Analytic expression for F'(p,w): forward model with thin layer
Acoustic case

As F(p,w) removes the energy from the direct source arrival as well as the reverber-
ations within the thin layer, this is similar to obtaining the upgoing field just below
depth level 2z (see Figure 2.18 b). A decomposition at z3 is given by

)i D@ e

and [P(22), V2 (22]" is related to the wavefield at the occan-bottom (z;) by the two-
way wavefield extrapolation matrix (Wapenaar and Berkhout, 1989)

n

P(z) [ cos(wqiAz) —-wll sin(wq Az) P(z) )
(I\'-(z-_;)) N J.—"L:Tsin(waﬁz) Ztos(wazﬁz) ) (f'z(zl))’ (2.198)

with Az = 20 — 2.

Substituting equation (2.198) into equation (2.197) gives

(?E:;) - % ((4' :g—_ig (‘P((Zzll))) ’ (2.199)
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where
A = cos(wqAz) — 2(121 sin(wgq; Az), (2.200)
B = j sin(wq Az) — ifz) cos(wq Az), (2.201)
C = cos(lwqpAz) + J“'Ih sin(wqr Az), (2.202)
D = jsin(wgAz)+ % cos(wq, Az). (2.203)

The acoustic decomposition equation for the situation without the thin layer reads

P (z) = ,P( D) = F@)V(=0), (2.204)
where
Fp) = 20(;, (2.205)

For the situation with the thin layer, the upgoing waveficld below the layer is ob-
tained with

P () = L8 DV
2(]1
see equation (2.199). In practice the parameters of the thin layer and the layer
underneath are unknown and therefore the operators C and D are unknown. When
both sides of equation (2.206) arc divided by C to obtain

“(21), (2.206)

Pf(gzz) L(«l)- F(p,w)V.(z1), (2.207)
with
Q1b
F(p,w) = 24.C (2.208)

And F (p,w) can be obtained in the same way as F (p) in equation (2.204). Note
that in the case of a thin layer the upgoing wavefield obtained by matching > and
V. is a scaled version of the upgoing pressure wavefield just below the thin layer.

Elastic case

In the elastic case a decomposition just below zz into down- and upgoing normal
stress wavefields is given by

: 8 -
ZZ) = 1 *% 10 ?1:;722 _TZZ("-) (2 209)
32) 2 J2p 1 0 - 02032 ;(: ) ) .
)

qrz2 apr.2
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see equation (2.180). Furthermore, [-T,.(z2), —T-.(22), V(22,1 (22)]" is related to

the wavefield at the ocean-bottom (z1) by the two-way elastic wavefield extrapolation
matrix {Wapenaar et al., 1987)

‘7}:(32) Wu V?m I?IB ‘?14 0

—T..(z2) Wor War Ty Wy P(z)
- = . - - - N 2.210
Vie(z2) Wi Waa Wz Wiy Vaelzi (2210)
Vi(z9) Wa Wi Wy Wy Vilzh)

The elements of the two-way elastic extrapolation matrix are dependent on the
frequency, medium parameters and thickness of layer 1 and are given in (Appendix
A Wapenaar et al. (1987)). Substituting equation (2.210) into equation (2.209) gives

~Th(z)) _1{-22 1 0 &
~To(z)) 2\ 22 1 0 -

<= qar.2 qr.2
W W Wy 1y 0 (2.211)
W-_)l ng ”’723 ”:34 P(Z])
Wi Wi Wi "}’34 ‘_}(21) '
W Wa Wi Wy Vi(z1)
or
T (25) = —AP(z) — BV.(21) — CVi(21), (2.212)
where
. - - o 3o~
i = 2y, 47 - 22, (2.213)
qp;» qr.2
- Y20 13- | 0282 5.
B = - Wis — ‘—u'24 + - Waa, (2214)
2gp» 2 2qp2
¢ o= 2Py L,y g (2.215)
2gpy3 2 2gp,2

The elastic decomposition equation for the situation without the thin layer reads

~T5(5) = g P — F)T (=) (2.216)
where
F(p) = 2";5 '1 (2.217)

For the situation with the thin layer the upgoing wavefield is given by equation
(2.212). In practice the parameters of the thin layer and the layer underneath are
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unknown and therefore the operator A is unknown. Dividing both sides of equation
(2.212) by A gives

s\ = %i)(:[) - F| (p,(.d)‘ :(:1) - F_)([),W)‘~:l.(:1), (2218)

with F| (p,w) = % and Fi(p,w) = % Now F (p,w) can be obtained in the same
way as F(p) in equation (2.216), provided the contribution of the horizontal particle
velocity component can be neglected.  Note that in the case of a thin layer the
upgoing wavefield obtained by matching P and V. is a scaled version of the upgoing
normal stressfield just below the thin laver. Inverting the expression for F (p,w)
restilts in seven medium parameters - the velocities and densities of the thin layer
and the medium beneath. and the thickness of the thin layer.

2.5.2 Frequency-dependent inversion

The extrapolation/decomposition operator B/4 is fitted to the filter F (p,w) by
a least-squares optimization procedure to obain values for the density and P- and
S-velocity of layer 1 and 2 and the thickness of layer 1. The least-squares error is
defined as

ew) =3 %If(u;pj,wi) — By (pj,w)l?, (2.219)

_ B(u;p,w)
- A(wyp,w)’

a’nd u = (CP,17C5,17gl’(l'P.‘ZacSQag??Az)‘

where  F(u;p,w)

In the optimization procedure, e(u) is minimized.

To obtain synthetic data for the thin-layer scenario, a layer with a thickness of 20
meters is added to the model used in the previous examples (see Table 2.4). The
optimization criterion used to determine the operator F (p,w) is the removal of
the direct arrival. As the removal of the direct arrival is easiest determined in the
time-domain, the least-squares optimization procedure is implemented in the 7 — p
domain, and the obtained operator is actually fl (p, 7). The optimization operator
is displayed in the 7 — p domain in Figure 2.19a. For comparison, an example of
an optimization filter obtained from field data is also shown (Figure 2.19b). If the
optimization operator would be frequency-independent, it would be represented by
a delta function in the time domain - or because of the limited bandwidth of the
data, a sinc function. This is obviously not the case in Figure 2.19a. A physical
interpretation of this operator in the time domain can be given. The first event
aligning at 7 = 0 removes the dircct arrival, the later events take care of the removal
of the reverberations inside the thin layer. The time-difference (denoted by A7
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in Figure 2.19a) at p = 0 (i.e. at normal incidence of the wavefield) between the
successive events is the two-way traveltime within the thin layer.

Table 2.4 Model parameters used for the generation of synthetic data with a thin layer.

depth (m)  P-velocity (mn/s) S-velocity (m/s) density (kg/m3)

0- 480 1500 0 1000
480 - 500 1700 100 1470
500 - 1000 2100 600 2000

1500 - 2000 2500 1700 2200

> 2500 3000 1900 2500

p (s/m) x1074
0 6 4 -2 0 4 6
1 I

A———

%o o4l o
e ——
0' ¥ ['llmm||n»mm»»»»»wmumumlffﬂ'" o 1" |

Fig. 2.19 The filter fi(p,7) in the rayparameter-time domain, (a) filter for the synthetic
data and (b) filter obtained from a field dataset.
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The initial estimates of ¢p for the first and sccond layer are taken from the values
of the rayparameter p at the location of the singularities of F|(p,w). The densities
are initially given the same value as the P-velocities. An initial cstimate for cg is
obtained by assuming a velocity ratio (ep/cg) of 10 in the first layer and a ratio of 4
in the sccond layer. The thickness of laver 1 is estimated by using the time difference
in fi(p,7) at p = 0 between 7 = 0 and the first reverberation in the 7 —p domain (sce
Figurc 2.19a) as the two-way vertical traveltime in the first layer (Az = fep A7).
The initial estimates are given in Table 2.5.

Once an initial estimate for u has been obtained, the actual curve fitting is done in
the pre-critical rayparameter domain [—4-107* 4-1074] s/m in the frequency range
up to 60 Hz (see Figure 2.20). Also some boundary conditions are used to restrict
the optimization procedure;

e The lower boundaries for the medium parameters of layer 1 are put at ¢pp =
1400 m/s, s = 0 m/s and ¢ = 1000 kg/m3.

¢ The minimum layer thickness is 1 m and the maximum is 100 m.

e The upper boundaries for the P-wave velocities ¢p of both layers are not al-
lowed to lie too far from the singularity positions.

¢ The upper boundaries for the S-wave velocities cg of both layers arc not allowed
to be larger than \/gc,:,max"’.

In Table 2.5 the medium parameter values for the initial estimate and the final esti-
mate are compared to the true values. In Figure 2.20 the filter F} (p,w) is displayed
obtained from the synthetic data belonging to a horizontally layered model with the
paramcters given in Table 2.5. In the same figure the best fitting decomposition
operator (thick line) is given, which corresponds to the values of the final estimate
(Table 2.5). The obtained fit is good (the filter and the decomposition operator
overlap almost completely), and the final estimate for the medium parameters is
reasonably close to the true model parameters.

2.6 Incorporation of a thin layer in the adaptive decomposition scheme

After the inversion for the seven parameters that describe the thin layer model,
the end result - down- and upgoing P- and S-waves just below z, - still has to be
obtained. To incorporate the previously discussed theory into the adaptive decom-
position scheme discussed in section 2.4, it is necesarry to calculate the down- and

5Using the definitions cp = \/(7\ + %,u)g*l and cg = y/pe~ ', and taking K > 0, it follows

that cg < %Cp.
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Table 2.5 Model parameters compared with inversion result.

P-velocity (m/s)  S-velocity (m/s) density (kg/m3) Az (m)

model (layer 1) 1700 100 1470 20
initial estimate 1655.1 166 1655.1 19
final estimate 1711.3 112.8 1440.6 204
model (layer 2) 2100 600 2000 -
initial estimate 2155.1 538.8 2155.1 -
final estimate 2081.9 627.5 1968.2 -

upgoing normal and shear stressfields just below z. These stressfields are input to
stage 5 that gives the down- and upgoing P- and S-waves just below 25. For stage
5 the old equations (2.194) and (2.195) are used, except this time with the medium
parameters just below zo. The extension of the adaptive decomposition scheme is
displayed schematically in Figure 2.21.

In Figure 2.22a,b the synthetic data arc displayed that belong to the configuration
without the thin layer (Table 2.2), after a decomposition into down- and upgoing
normal stressfields just below z; (sce Figure 2.18a). In Figure 2.22¢,d the synthetic
data are displayed that belong to the configuration with the thin layer (Table 2.4),
after a decomposition into down- and upgoing normal stressfields just below =z
(see Figure 2.18b), using extrapolation and decomposition operators according to
equation (2.211). Note that Figures 2.22c¢,d are almost the same as 2.22a,b except
for a lengthening of the wavelet in the downgoing normal stressfield due to the
reverberations within the thin layer.

In Figure 2.23a,b the synthetic data are displayed that belong to the configuration
without the thin layer (Table 2.2), after a decomposition into down- and upgoing
shear stressfields just below z;. In Figure 2.22¢,d the synthetic data are displayed
that belong to the configuration with the thin layer (Table 2.4), after a decomposition
into down- and upgoing shear stressfields just below zs, using extrapolation and
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Fig. 2.20 Comparison of least-squares filter with analytic filter (thick line) calculated with
the estimated parameters in Table 2.5 for four different frequencies (w/2w).

decomposition operators according to:

rz qs,2 gs,2
Wi Wi Wiy Wi 0 (2.220)
War Wiy Was Wy P(z)
Wa We Wi Wiy | | Va(21)
Way Wi Wi Wiy Vi(z1)

In this case the upgoing shear stressficld (Figure 2.23d) looks almost identical to
Figure (2.23b), but the downgoing shear stressficlds below 2z, (Figure 2.23a) and
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Fig. 2.21 Adaptive decomposition scheme for an ocean-bottom model with a thin layer
Just below the ocean-bottom.
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below z» (Figure 2.23c¢) look different due to the reverberations within the thin layer.
Also note that at the ocean-bottom one of the boundary conditions is that 7,,(z1) =
0, and therefore it follows that the down- and upgoing shear stressfields just below
the ocean-bottom are equal except for opposite polarity, 7.7 (z1) = —7,.(21). At 2y
this boundary condition is not valid: 7/,(2y) # —7,.(22). This explains why the
downgoing and upgoing shear stressfields at 2o do not look alike.

2.7 Limitations in the application of the decomposition operators.

The acoustic and clastic composition and decomposition operators, were derived
in section 2.1 in the wavenumber-frequency domain, for the situation of a laterally
homogeneous medium (only variations with respect to the depth coordinate arc
present). However, the derived composition/decomposition relations

Q(x) = L(»)D(2),
D(z) = L'(x)Q(),

(equations 2.137, 2.138) have a wider applicability than solely laterally homogeneous
media. The composition/deccomposition operators are applied locally at a fixed
depth level (e.g. the ocean-bottom) and therefore only require lateral homogeneity
around the considered depth level z. Hence, for OBC applications, the medium
below the ocean-bottom can be arbitrarily complex, except at the level directly
below the ocean-bottom where the decomposition takes place.

The OBC data that are considered in sections 2.2-2.6, arc recorded along a line-
profile. For this situation, only a 2-D image of the subsurface (in the =z, z-plane)
can be obtained, and the medium has to be assumed invariant in the y direction.
Invariancy in the y direction corresponds to a line-source parallel to the y—aﬁ's, and
therefore the recorded wavefield is only a function of the z and 2 coordinates. When
the subsurface as well as the wavefield are assumed independent of the y coordinate,
we speak of a 2-D assumption. Moreover, with 2-D OBC data the source emits
ouly P-waves in the z, 2-plane, and therefore v, will be zero. The assumption for
the 2-D adaptive decomposition scheme of section 2.4 is a laterally homogeneous
medium directly below the ocean-bottom, again the medium below can be arbitrar-
ily complex. If there is strong lateral variation present just below the ocean-bottom,
instead of matrix multiplications in the wavenumber-frequency domain, the decom-
position operators will have to be applied in the space-frequency domain as short
local convolution operators (Herrmann, 1992). This makes it possible to take space
dependency within the receiver aperture into account, and in addition allows for
irregularly spaced detectors. This approach will not be applied in this thesis.

When applying the decomposition procedure to real OBC data (Chapters 3 and 4),
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Fig. 2.22 Comparison of decompostion results for 7 for the synthetic dataset of the
ocean-bottom model without thin layer (a,b) and with thin layer (c,d).
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Fig. 2.23 Comparison of decomposition results for 2 for the synthetic dataset of the
ocean-bottom model without thin layer (a,b) and with thin layer (c,d).
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therc are two additional issues. The data are acquired with point sources instead of
with line sources, and secondly, the coupling of the receivers to the ocean-bottom
can vary per receiver component.

To treat the amplitudes correctly (as the decomposition theory expects line sources
instead of point sources) a geometric spreading correction should be applied. One
could correct the wavetield from 3D-spreading to 2D-spreading by transformation
from a point-source to a line-source (Wapenaar et al., 1992), or, equivalently, use
cylindrical wave decomposition operators (Herrmann, 1992). The transformation
from 3-D to 2-D spreading assumes a 1-D medium. This assumption can be relaxed
somewhat by applying the transformation to common-midpoint gathers. For the
datasets in Chapters 3,4 and 5 of this thesis a simple geometric spreading correction
of /1 has been applied, which assumes a homogeneous macro model. Although this
is not fully correct in terms of amplitudes, the composition/decomposition equations
are robust to errors made in the spreading correction, as was also found by Osen
(1998).

Furthermore, in the application of wavefield decomposition to field datasets, coupling
issues of the geophones have to be dealt with. It is often more practical to work with
common-receiver gathers than with common-shot gathers (the latter should be done
in accordance to theory), so that one coupling factor can be estimated per receiver
gather. Moreover, other practical considerations, like aperture of common-receiver
gathers vs. common-shot gathers and static correction, can make it preferable to
work with common-receiver gathers. For laterally homogeneous media, common-
shot gathers are equivalent to common-receiver gathers and this is not an issue.
In the case of only locally laterally homogeneous media, common-shot gathers and
common-receiver gathers are generally not identical. Depending on the degree of
structure, this could cause events to be mapped onto (slightly) wrong p-values in
the rayparameter domain. Although the assumption of a 1-D medium has to be
made to substitute common-shot gathers by common-receiver gathers, in practice,
wavefield decomposition applied in this way, still works quite well for mildly laterally
inhomogeneous media. Limitations imposed by the theory will be further discussed
with the field data examples.



Chapter 3

Wavefield decomposition: practical aspects
for the deep to medium-depth ocean-bottom

The wavefield decomposition procedure is illustrated on two field data examples of
the North Sea. The first example is for a deep occan-bottom (~ 1200 m) dataset
from the Voring field, where the effects of the decomposition procedure can be clearly
seen. However, from this dataset only one receiver gather was available. The second
cxample is for a water depth of ~ 300 m from the Snorre field from which a 2D
dataset was available. Both examples have relatively deep water bottoms. This sim-
plifies the application of the adaptive decomposition scheme in a number of ways, as
there is less interference between events. Therefore, these datasets arc appropriate
for a first evaluation of the performance of the adaptive decomposition scheme.

3.1 A deep ocean-bottom example: Vgring

The deep ocean-bottom field dataset (~ 1200 m), provided by Saga Petroleum
AS.A., has been acquired in the Vgring area, offshore Norway and is described
in Brink et al. (1996). From this dataset one receiver position at the ocean-bottom
was available where both the pressure and the particle velocity were measured. This
receiver position has a full coverage of 401 shots at the sea-surface, with a shot inter-
val of approximately 25 meters, resulting for each component in a common-receiver
gather of 401 traces with 25 meters spacing (Figure 3.1). The frequency content of
the data lies in the range of 1-60 Hz.

The decomposition theory treated in the previous chapter describes the decomposi-
tion operators to perform a decomposition at the receiver side and should therefore
be applied to common-shot gathers. As there is only a common-recciver gather
available, it will therefore be treated as if it were a common-shot gather. Strictly
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speaking, this assumption necessitates a 1-D medium, as was discussed in section
2.7. The common-receiver gathers in Figure 3.1 for the four raw data components,
exhibit a fairly symmetric behaviour around zero-offset and therefore indicate that
the medium is approximately horizontally layered. If this is indeed the case, the
amplitudes can be transformed from point-sources to line-sources using a 3-D to 2-
D amplitude transformation (Wapenaar et al., 1992). However, the transformation
resulted in a discontinuity at zero-offset on the receiver gathers. Apparently, the
data are not symmetric enough across zero-offset to use the 3-D/2-D transforma-
tion. There is also no possibility to form CMP-gathers for this particular dataset,
so the data have instead been corrected by multiplication of the amplitudes with
the square-root of time. Even with this simple correction, the 2-D decomposition
scheme still seems to work reasonably well (Schalkwijk et al., 1999).

Stage 1: Corrections for cross-coupling

In this first stage the v, measurement is corrected for cross-coupling. This dataset
shows a very clear example of cross-coupling. If the pressure and vertical velocity
components of the field data are compared (Figures 3.1a and b), strong events with
a low moveout velocity are observed on the v, component, e.g. in the window
marked B, that are not present on the p component. These events (presumably
converted waves) will not be compensated for when the components are combined
in the decomposition procedure and therefore they will deteriorate the decomposition
result if they are not removed.

To remove the unwanted events from the v, component, two temporal convolution
filters, r1(t) and r2(t) were determined in the space-time domain by optimization:

v (x,t) = vzr(x,t) —r1(t) = 'uw'(x,t) —ro(t) * vy'(z,t), (3.1)

where v; (z,t) for i = z,y, z are the measured velocity components. As in the window
B (Figure 3.1) almost no energy is present on the p component, the convolution
filters were calculated to minimize the energy over this window on the v, component.
The resulting v, component is shown in Figure 3.2. In the following stages of the
decomposition scheme the corrected v, component will be used.

Stage 2: Acoustic decomposition just above the bottom

This stage is used to set the relative strengths of the pressure and vertical velocity
components correctly. In the field data a window A is chosen that contains mainly
primary reflections (see Figures 3.1 a and b). The calibration filter A(w) is calcu-
lated that best minimizes the energy in window A in the decomposed downgoing
wavefield. The acoustic decomposition result is shown in Figure 3.3. All primary
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Fig. 3.1 Ocean bottom measurements of the Vering dataset, provided by Saga Petroleum
A.8.A., Norway. a) Pressure just above the bottom. b) Vertical component of
the multi-component geophone. ¢) Horizontal inline component. d) Horizontal
crossline component. The windows A and B are related to the second and first
stage of the adaptive decomposition scheme respectively.
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offset (m)
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Fig. 3.2 Output of stage 1 of the adaptive decomposition scheme; v. after correcting for
‘cross-coupling’.

reflection energy has been moved to the upgoing wavefield. Note that the encrgy of
the multiples (arriving at the zero-offset channel from approximately 2.6 seconds)
has been decreased in the upgoing wavefield. The summation of the two decompaosed
waveficlds will vield again the total pressurc of Figure 3.1a (p = p* +p7).

Stage 3: Elastic decomposition into 7 just below the bottom

Besides giving an clastic decomposition result below the bottom in down- and up-
going normal stressficlds, this stage yields an optimization filter, F(p), from which
the medium parameters just below the bottom can be inverted.

The decomposition results of the third stage are displayed in Figures 3.4 a and b.
The cnergy minimization was done in two curved windows over the direct wave and
the first order multiple in 7, in the 7 — p domain. The direct arrival has been
well removed, as well as the first order water multiple. In fact all surface-related
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Fig. 3.3 Output of stage 2 of the adaptive decomposition scheme. a) Downgoing pressure
wavefield just above the bottom. b) Upgoing pressure wavefield just below the
bottom.

multiples should be removed from the upgoing stressfield, except the source-side
peg-leg multiples'.

An estimate of the medium parameters is obtained by inverting the filter F(p) =
j’;% Although in theory the operator F(p) is frequency independent, better re-
sults are obtained by admitting a frequency dependent filter F(p,w). In Figure
3.5, the filter F (p,w) obtained from the data is displayed for frequencies between
13 and 53 Hz (from dark to light). The modulus of the best-fitting # theoretical
decomposition operator is plotted in the same figure (dotted line). Note that the
frequency-dependency of the filter F(p,w) can not be explained by the theoretical
operator. The average value for the impedance from Figure 3.5 is 2.5 - 10° kg/m?s,
cp was estimated from the peaks at p = £1/1670 s/m, giving a density estimate
of 1497 kg/m®. A value for cs could not be obtained from F(p,w) as the higher

! To remove these multiples as well, an additional surface-related multiple elimination procedure
should be applied. However, then a full receiver coverage at the bottom is necessary; this is
discussed in Chapter 5.

?Best fit in this case was obtained by visual inspection.



Wavefield decomposition: practical aspects for the deep to medium-depth
72 ocean-bottom

offset (m) offset (m)
0-4000 -2000 0 2000 4000 0—4000 -2000 0 2000 4000

a) T2,
offset (m) offset (m)
(}-4000 -2000 0 2000 4Q00 °~4000 -2000 0 2000 4000 (

Fig. 3.4 Top: Output of stage 3 of the adaptive decomposition scheme. a) Downgoing
normal stressfield just below the bottorn. b) Upgoing normal stressfield just below
the bottom. Bottom: Output of stage { of the adaptive decomposition scheme. c)
Downgoing shear stressfield just below the bottom. d) Upgoing shear stressfield
just below the bottom.
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Fig. 3.5 The filter F(p,w) for frequencies between 13 and 53 Hz (black to grey lines) and
the modulus of the theorctical decomposition operator g282/2qp,» (dashed line)
for cp2 = 1670 m/s, cs» = 100 m/s and g2 = 1497 kg/m>.

angles, containing this information, were not well recorded in these data. Therefore
the value for cg was estimated in stage 4.

Stage 4: Elastic decomposition into 7 just below the bottom

In the fourth decomposition stage, the relative strengths of the pressure and horizon-
tal (in-line) velocity components are set correctly. From equation (2.193) it follows
that first the decomposition operators need to be calculated with the medium pa-
rameters just below the ocean-bottom, before the calibration filter B(w) can be
obtained. For several values of ¢g within a realistic velocity interval, the calibration
filter B(w) was estimated. The optimization was performed in a curved window
containing the direct wave, in the 7 — p domain. The value for ¢g at which the direct
wave was best removed was 100 m/s. The final result for the up- and downgoing
shear stressfields is shown in Figures 3.4 ¢ and d. Note that the direct wave has
been attenuated but could not be completely removed. Note also that 7}, = —77,
which follows from equation (2.193).
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Stage 5: Elastic decomposition into P- and S-wave potentials just below the bottom

In the last stage the estimated parameters just below the ocean-bottom and the
results of the elastic decomposition into up- and downgoing stressfields are simply
combined to obtain the up- and downgoing P- and S-waves. The results for the up-
and downgoing P- and S-wave potentials are displayed in Figure 3.6. The results
can be judged on the condition that there should not be any direct wave or water
bottom multiples in the upgoing P- and S-waves (Figures 3.6 b and d), but cannot
be changed anymore in this stage. The condition applies quite nicely to the up-
and downgoing P-waves (Figures 3.6 a and b). The decomposition into S-waves
(Figures 3.6 ¢ and d) is less satisfying - little difference is seen between the upgoing
and downgoing wavefields (except for a sign change). Also, the direct wave does
not seem to be much attenuated in the upgoing wavefield. The P- and (converted)
S-waves appear well separated from each other.

3.2 Comparison before and after decomposition

To see the effect of decomposition more clearly, in Figure 3.7 the upgoing P- and S-
waves are displayed next to the vertical and horizontal geophone components. When
both the P- and S-wave velocity contrasts between the upper layer and the layers
underneath are large, the wavefields bend to the vertical and therefore the vertical
geophone component will record mostly P-waves and the horizontal component will
record mostly S-waves already. In this data example the S-wave velocity is low just
below the bottom. Therefore, the vertical velocity component (and also 7.) will
contain mainly P-waves. Depending on the P-wave velocity contrast, P-waves can
be recorded on the vertical as well as the horizontal gecophone components. There
is not much evidence of events present in Figure 3.7d that arc suppressed in Figure
3.7¢c. Therefore, it is concluded that v, (and also 7,.) contains mainly S-wave energy
already. The decomposition operators perform a separation into up- and downgoing
wavefields; the P /S separation has been performed alrecady by the subsurface in this
case. The main difference between Figure 3.7a and b, and between ¢ and d is an
attenuation of the direct wave and the waterlayer-related multiples.




3.2 Comparison before and after decomposition 75

offset (m) offset (m)
0—4000 -2000 0 2000 4000 0—4000 -2000 0 2000 4000

b 0~

offset (m) offset (m)
0—4000 -2000 0 2000 4000 0—4000 -2000 0 2000 4000

time (s)

d) ¢y~

Fig. 3.6 Output of stage 5 of the adaptive decomposition scheme. a) Doumgoing P-wave
potential just below the bottom. b) Upgoing P-wave potential just below the
bottom. ¢) Downgoing S-wave potential just below the bottom. d) Upgoing S-
wave potential just below the bottom.
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Fig. 8.7 Top: a) Upgoing P-wave potential just below the bottom, compared to b) vertical
geophone component after deconvolution. Bottom: ¢) Upgoing S-wave potential
just below the bottom, compared to d) horizontal inline component.
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3.3 A medium-depth ocean-bottom example: Snorre

The adaptive decomposition scheme will now be applied to a medium-depth occan-
bottom field dataset, with a water depth of approximately 300 meters3. The dataset,
provided by SAGA Petroleum A.S.A., has been acquired over the Snorre ficld, off-
shore Norway. The data consist of 447 shots at the surface and 127 multicomponent
receiver groups on a cable at the occan-bottom. The source line lies over the receiver
line. Both the receiver spacing and the shot interval are 25 meters. The water depth
is approximately 300 meters. The measured signal contains frequencies up to 120
Hz. The average frequency spectra of the signal (for one common-receiver gather)
recorded by the pressure, vertical component and horizontal inline component is
displayed in Figure 3.8. In order to avoid spatial aliasing within the data bandwidth
when transforming the data to the p,w-domain to apply adaptive decomposition,
the data needed to be interpolated to a trace spacing of 6.25 meters.

0 40 80 120 0 40 80 120 0 40 80 120
frequency (Hz) frequency (Hz) frequency (Hz)
a) b) c)

Fig. 3.8 The average frequency spectra of the different components of the ocean-bottom
seismic data. a) Spectrum of the pressure component, b) spectrum of the vertical
velocity component, ¢} spectrum of the horizontal inline velocity cornponent.

Some selected raw data arc shown in Figures 3.9 and 3.10. In Figure 3.9 one common-
receiver gather has been selected from the dataset for a receiver position in the middle
of the receiver line. Figure 3.10 displays the common-shot gathers of the four data
components belonging to one source in the middle of the shot line. As explained
carlier in this chapter, the decomposition at the ocean-bottom should be applied to
common shot gathers. Although compared to the previous example there are more
receiver positions available, it is not practical to work with common-shot gathers
here ecither. In the acquisition of the dataset under consideration, the receiver line
(3 km) is much shorter than the source line (11 km), causing the shot gathers to

3The data example of Snorre has been submitted to Geophysics; Adaptive decomposition of
multi-component ocean-bottom seismic data into down- and upgoing P- and S-waves, K. M. Schalk-
wijk, C. P. A. Wapenaar, and D. J. Verschuur
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have less aperture than the receiver gathers. Furthermore, the shot gathers close
to the ends of the line do not contain small offsets. Therefore, the involved Radon
transforms will produce unacceptable artifacts, and it becomes more complicated to
identify crucial events in the decomposition for gathers containing only larger offsets.

Although in this dataset some structures are present deeper below the bottom, for
the first package of reflectors the situation is practically 1-D, which justifies the
use of common receiver gathers. As an additional test, the adaptive decomposition
procedure was also performed on common-shot gather 323 (Figure 3.10), resulting
in nog big differences with common-receiver gather 63 and especially with the filter
F(p,w). In the following, the adaptive decomposition scheme will be demonstrated
on one selected common-receiver gather of the Snorre dataset.

Stage 1: Corrections for cross-coupling

If the pressure and vertical velocity components for the Snorre dataset are com-
pared (Figures 3.9a and b) there does not seem to be much ‘cross-coupling’ present
(i.e. events with low moveout on the v, component that are not present on the p
component). Therefore, this dataset was taken directly to stage 2.

Stage 2: Acoustic decomposition just above the bottom

In the field data under consideration a window has to be chosen that contains mainly
primary reflections. Compared with the previous example, a rectangular window
(Figure 3.1) is less appropriate. If the water depth is not too shallow (i.e. if there
are primary reflections arriving before the first water multiple), a curved window
can be taken between the direct source arrival and the first water multiple (window
in between dashed lines in Figure 3.11). The calibration filter A(w) is calculated
that best minimizes the energy in the chosen window in the decomposed downgoing
wavefield (Figure 3.11a). The acoustic decomposition result is shown in Figure 3.11
for the first 1.5 seconds of data of the same common receiver gather as displayed
in Figure 3.9 (number 63). Most primary reflection energy has been moved to the
upgoing wavefield, and the energy of the multiples has also been decreased in the
upgoing wavefield (Figure 3.11b).

Stage 3: Elastic decomposition into 72 just below the bottom

To obtain the down- and upgoing normal stressfields below the bottom, the opti-
mization procedure was applied to a rectangular window in the upgoing wavefield
extending to 0.27 seconds in the 7, p domain. This window lies roughly over the di-
rect wave. It was found that it is not essential to make a tight fitting window as was
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Fig. 3.9 Ocean bottom measurements of onc common-receiver gather (number 63) from
the Snorre 2-D line, provided by Saga Petroleum A.S.A., Norway. a) Pressure
Just above the bottom (bandpass filtered to reduce the airgun bubble effect for
display purpose). b) Vertical component of the multi-component geophone. c¢)
Horizontal inline component. d) Horizontal crossline component.
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Fig. 83.10 Ocean-bottomn measurements of one common-shot gather (number 323) from the
Snorre 2-D line, provided by Saga Petroleum A.S.A., Norway. (a) Pressure just
above the bottom. (b) Vertical component of the multi-component geophone. (c¢)
Horizontal inline component. (d) Horizontal crossline component.
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Fig. 3.11 Output of stage 2 of the adaptive decomposition scheme. a) Downgoing pressure
wavefield just above the bottom. b) Upgoing pressure wavefield just above the
bottom. The dashed line indicates the optimization window used in this stage
of the adaptive decomposition scheme.

done in the previous example, as the direct wave has much more energy compared
to other events in the window. The decomposition results of this third stage are
displayed in Figure 3.12. The direct arrival has been well removed in Figure 3.12b,
as well as the first order water multiple.

In Figure 3.13, the filter F(p,w) obtained from the data is shown for frequencies
between 30 and 100 Hz. The modulus of the best-fitting * theoretical decomposition
operator is plotted in the same figure (line with dots) The parameter values that
were obtained are cpa = 1870 m/s, cs» = 450 m/s and g = 1698 kg/m>. In this
example a reasonably reliable estimate for ¢g could be obtained.

4In this case the best fit was obtained using the frequency independent inversion method ex-
plained in Chapter 2. A discussion on the reliability of these parameters is given with the data
example in Chapter 4.




Wavefield decomposition: practical aspects for the deep to medium-depth
82 ocean-bottom

oftset (m) offset (m)
5l

Fig. 8.12 Output of stage 3 of the adaptive decomposition scheme, where the decompo-
sition result was obtained by adaptively estimating the decomposition operator
F(p). o) Downgoing normal stressfield just below the bottom. b) Upgoing nor-
mal stressfield just below the bottom.

Stage 4: Elastic decomposition into 72 just below the bottom

The optimization procedure to remove the direct wave from the downgoing as well
as from the upgoing wavefield, was done in the 7, p domain, using the same window
as in the previous stage. The results for the down- and upgoing shear stressfields are
shown in Figure 3.14. Note that the direct wave has been more evidently attenuated
than with the previous field data example (Figure 3.4).

Stage 5: Elastic decomposition into P- and S-wave potentials just below the bottom

After combination of all the previously obtained results, the obtained results for the
down- and upgoing P- and S-wave potentials are displayed in Figures 3.15 and 3.16.
The results can be judged on the condition that there should not be any direct wave
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Fig. 3.18 Least-squares operator F(p,w) from a field dataset. The solid lines are different
frequencies in the interval between 30-100 Hz.

or water bottom multiples in the upgoing P- and S-waves (Figures 3.15b and 3.16b),
although these results cannot be changed anymore in this stage. The condition
applies quite nicely to the upgoing P-waves (Figure 3.15b). The decomposition into
S-waves (Figures 3.16a and b) also looks good - although the direct wave is not totally
removed from the upgoing S-wavefield. The S decomposition result contains events
with lower and higher frequency content; the higher frequency events correspond
with waves that mostly traveled as P-waves and have converted to S just before
detection.

3.4 Comparison before and after decomposition

In Figure 3.17 the upgoing P- and S-waves after decomposition are compared to the
v, and the v, components. The main difference between the upgoing P-waves below
the bottom and the v. component (Figure 3.17a and b) is a removal/attenuation of
the water multiples, as with the previous example.

The upgoing S-waves below the bottom (Figure 3.17¢) show a lower frequency con-
tent than the original v, component (Figure 3.17d). This is caused by stage 4 of
the adaptive decomposition procedure, where the coupling filter B(w) matches the
source wavelet of the p component to the wavelet of the v, component. In addition,
the high frequency events mentioned in the previous section can be distinguished
only on the decomposed S-waves, and not on the v, component which may be evi-
dence for separation of P- and S-waves between components. Also the direct arrival
is clearly better removed in the upgoing S-waveficld than in the previous example.
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Fig. 8.14 Output of stage J of the adaptive decomposition scheme. a) Downgoing shear
stressfield just below the bottom. b) Upgoing shear stressfield just below the
bottom.
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Fig. 3.15 CQutput of stage 5 of the adaptive decomposition scheme. (a) Downgoing P-
wave potential just below the bottom. (b) Upgoing P-wave potential just below
the bottom.

3.5 Application of the adaptive decomposition scheme to the 2-D line

In order to apply the adaptive decomposition scheme to the whole line, the data
were sorted into cornrmon receiver gathers. As was discussed in the beginning of the
section 3.3 this is not totally correct, but was necessary due to acquisition geometry.
For each common receiver gather an identical offset window is selected and therefore
the optimization windows are constant over the line. To keep things simple the
medium parameters are kept constant over the line and equal to the values of the
previous example (i.e. the middle ocean-bottom receiver); only the calibration filters
A(w) and B(w) are allowed to vary and are estimated per ocean-bottom receiver.
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Fig. 3.16 OQutput of stage 5 of the adaptive decomposition scheme. a) Downgoing S-wave
potential just below the bottorn. b) Upgoing S-wave potential just below the
bottom.
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Fig. 8.17 Top: a) Upgoing P-wave potential just below the bottom, compared to b) vertical

geophone component after deconvolution. Bottom: ¢) Upgoing S-wave potential

just below the bottorn, compared to d) horizontal inline component.
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3.5.1 Choosing optimization windows

To apply the adaptive decomposition scheme, two optimization windows are used.
One window that contains only primary reflections (stage 2) and one window that
contains the direct arrival and optionally one or more water bottom multiples (stages
3 and 4).

Filter a(t) is obtained in stage 2 by adding the pressure and vertical velocity com-
ponents in the time domain, after each has been multiplied with the appropriate
decomposition operator, such that the energy over a window containing only up-
going waves becomes minimal. The (curved) window is chosen between the direct
arrival and the first water bottom multiple. Here the window is determined once.
This could be made automatic by using a tracking program to locate the first arrival
and the first water bottom multiple and taking the area in between as the window.
This window choice would not apply for very shallow water depths as primary and
multiples would not be clearly separated in time (see also Chapter 4).

Filter b(t) is obtained by adding the pressure and horizontal inline velocity compo-
nents in the time domain (stage 4), after cach has been multiplied with the appropri-
ate decomposition operator, such that the energy over a chosen window containing
the direct arrival becomes minimal. In this case the window was chosen as a simple
rectangle in the 7 — p domain over the direct wavefield. Other events present in the
window did not noticeably influence the optimization result, as the energy of the
direct wave is large in comparison to other events.

In Figure 3.18 the coupling filters A(w) and B(w) obtained in stage 2 and stage
4 of the adaptive decomposition scheme are displayed for all 127 common receiver
gathers. The filters are shown in the time domain and were bandpass filtered to
represent the same frequency band as the data. Note the correlation between a(t)
and b(t): where a(t) is stronger (less encrgy on v, component), b(t) seems to be
weaker (more energy on v, component). Note that this (assumed) coupling effect is
also noticeable on the raw data (Figure 3.10b,c).
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Fig. 3.18 Calibration filters for all 127 common receiver gathers (a) between pressure
and vertical velocity component and (b) between pressure and horizontal inline
velocity component.

3.5.2 Decomposition results for all common receiver gathers

For each common receiver gather the same aperture window was selected (-1500 to
1500 m offset), on which the decomposition was applied. The medium parameters
were assumed constant over the line (i.c. estimated only once for common-receiver
gather 63 at cpo = 1870 m/s, cg2 = 450 m/s, p» = 1698 kg/m?). For every 10th
common recciver gather the quality of the decomposition results from stage 2 to 5
was checked. To compare the decomposed result to the raw data, in Figure 3.19 the
zero-offset sections for the pressure and vertical velocity are displayed. The pressure
component has been bandpass filtered to reduce the low-frequency airgun bubble
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effect. For the down- and upgoing P-waves, the zero-offset sections are displayed
(Figure 3.20). The down- and upgoing S-waves are displayed in common-offset
gathers (500 m) in Figure 3.21. The dipping primary event that partly interferes with
the first water multiple in Figure 3.19 (at about 0.65 seconds) has been completely
recovered in Figure 3.20b after the decomposition process. The downgoing P-waves
in Figure 3.20a contain almost no energy between the first arrival and the first water
multiple (in theory there should be no energy at all). The major differences between
the down- and upgoing S-waves (Figure 3.21a and b) is the absence of the direct
wave from the upgoing wavefield and the difference in polarity between the down-
and upgoing wavefields (the low S-velocity at the ocean-bottom makes the reflection
coefficients for converted waves impinging on the ocean-bottom from below almost
cqual to minus one).

3.6 Conclusions

Two datasets with relatively deep ocean-bottoms were used to (successfully) verify
the adaptive decomposition procedure (see Chapter 2) on field data. The wavefield
decomposition was applied per common-receiver gather. In the first example of
the Vgring dataset, just one common-receiver gather was available. In the second
example of the Snorre dataset, it was found more practical to work with common-
receiver gathers for the extension of the decomposition to the entire 2-D dataset
(due to coupling issues and aperture). Decomposition was repeated for all receiver
gathers in the Snorre dataset using fixed medium parameters across the receiver linc.
The variability of receiver coupling found over the line, is reflected in the raw data.

In the adaptive decomposition scheme, the desired (kinematic) result is obtained by
estimating optimal filters. The filters are then inverted for the medium parameters,
which are necessary to obtain the final - and S-wave separation. The inversion of
the medium parameters just below the bottom for the Vgring and Snorre datasets
was made more complicated because:

e The shape of the filters differed from the theoretical decomposition operator
in the pre-critical rayparameter interval.

e The filters exhibited considerable frequency dependency within the data band-
width.
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Fig. 3.19 Zero-offset sections of raw data.




Wavefield decomposition: practical aspects for the deep to medium-depth
92 ocean-bottom

receiver number receiver number
81

billi
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Fig. 3.20 Zero-offset sections of the P-wave decomposition result below the bottom.
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Fig. 3.21 Common-offset sections (500 m) of the S-wave decomposition result below the
bottom.
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Chapter 4

Wavefield decomposition: practical aspects
for the shallow ocean-bottom

Aspects of ocean-bottom measurements not covered by the wavefield decomposition
theory are phenomena like air gun bubbles (to which the hydrophone seems espe-
cially sensitive compared to the three-component geophone) and mechanical “cross-
coupling”. In the application of the adaptive decomposition procedure to field data
with a shallow ocean-bottom such phenomena will have a more pronounced effect,
due to interference between events. In this chapter, the wavefield decomposition pro-
cedure, applied to a shallow (~ 120 m) ocean-bottom dataset from the Mahogany
Field in the Gulf of Mexico, will be treated.

4.1 A shallow ocean-bottom example: Mahogany

The Mahogany Field is located in the subsalt play of the Gulf of Mexico, offshore
Louisiana (Figure 4.1, taken from Camp and McGuire, 1997). The subsalt play is
an area extending over 300 miles (500 km), characterized by tabular salt bodies,
migrated upwards from a deeper salt layer below the sediments. The sediment
accumulations between the deeper salt layer and the allochthonous (removed from its
depositional location) salt sheets are the target of subsalt hydrocarbon exploration
in this region (Figure 4.2), see for example Gras et al. (1998). The challenge for
scismic acquisition/processing in this case is to obtain an image of the sediment
structure in between the salts. The anomalous properties of the salt cause abrupt
lateral variations in the velocity and density that may distort the scismic reflections.

The 4-C ocean-bottom dataset, provided by BP, that is used here for the demonstra-
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Fig. 4.1 Location of the Mahogany Field.
Fig. 4.2 Geology in the subsalt play, Gulf of Mezico area.
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tion of the decomposition procedure was acquired in 1997 in the Mahogany Field
by Geco-Prakla, using the Nessie 4C cable. There were 60 ocean-bottom reccivers
with a spacing of 25 m on a cable of 1500 m. The depth of the ocean-bottom is
about 120 m1. The airgun source was just below the water surface at a depth of
6 m. The interval between the shots was also 25 m. The occan-bottom cable was
moved 7 times. Each time the source covers the cable with a maximum offset of
10000 m. In this way a very long receiver line (7 x 1500 m) is obtained. The ac-
quisition configuration is displayed in Figure 4.3. The data are recorded up to 10

water-surface

SOuUrces

receiver station no.
1474 1596 1714

t —t—
cable with receivers

Fig. 4.3 Acquisition of the Mahogany ocean-bottom data.

seconds with a time sampling of 4 ms. In Figure 4.5 an example is shown of the
first 8 seconds of the measured data on the pressure component. The data displayed
are seven common-receiver gathers selected from the line, with offsets ranging from
-700 m up to 700 m. The receiver number is given above each gather in Figure 4.5.
From deeper reflection events, some idea of the sediment structure can be obtained.
In Figures 4.6 and 4.7, the data of common-receiver gather 1321 are displayed for
all four components for the total offset and time range. The pressure component
in Figure 4.6a shows strong reverberations of the direct wave, these are caused by
reverberations of the airgun source (airgun bubble). The airgun bubble in this case
has approximately the same periodicity as the reverberations within the water layer.
On the vertical velocity component (Figure 4.6 b) the airgun bubble can also be ob-
served, but it is much weaker than on the pressure component, duc to the higher
sensitivity of the hydrophone for low frequencies. In addition the vertical compo-
nent displays “cross-coupling™ with the horizontal components (the events with low
moveout velocity at near offsets). The horizontal (v,) and crossline (v,) velocity
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components are displayed in Figures 4.7a and b (at the same scaling). Up to about
3 seconds the energy on the v, component is small compared to the v, component,
after that the two components are about the same strength. This is an indication
for the complex deeper structure where 3D effects come into play, for the shallower
portion the situation is more or less 2D - resulting in less energy on the v, compo-
nent compared to the v, component. Note the similarity between the near offset
low moveout events in Figure 4.7 and the “cross-coupling” in Figure 4.6 b.

Before decomposition, the p, v, and v, data are deconvolved to remove the strong
airbubble effect (Figures 4.8 and 4.9). The airbubble is assumed to stay constant
over the spread, whereas the primary events may slightly change location. To find a
predictive deconvolution filter that does not affect other events interfering with the
airbubble, all components to be deconvolved (pressure, in-line velocity and vertical
velocity) are combined to estimate an average angle-independent deconvolution filter
(average over 3 components and the 7 common-recciver gathers displayed in Figure
4.5). After application of the estimated average deconvolution filter to all compo-
nents (p, v, and v,), much of the airbubble has been removed; in Figure 4.8a only
one “extra” reverberation was not removed. The average spectra of the deconvolved
gathers are displayed in Figure 4.4.

304
80+ 150 1
1004

404
504
0 50 100 0 50 100 0 50 100
frequency (Hz) frequency (Hz)} frequency (Hz)
a) pressure b) vertical velocity ¢) horizontal velocity

Fig. 4.4 Average frequency spectra of the data after deconvolution.
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Fig. 4.6 Ocean bottom measurements of one common-receiver gather (number 1321) dis-
played with a gain factor of "%, a) Pressure just above the bottom. b) Vertical
velocity component.
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Fig. 4.7 Ocean bottom measurements of one common-receiver gather (number 1321) dis-
played with a gain factor of t*°. a) Horizontal inline component. b) Horizontal
crossline component.
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Fig. 4.8 Ocean bottom measurements of one common-receiver gather (number 1321) dis-
played with a gain factor of t*° after deconvolution, a) Pressure just above the
bottom. b) Vertical velocity component.



4.1 A shallow ocean-bottom example: Mahogany 103

g S
= =
= ~
3 S
b= -
c £
=
<
X
~=
Pl
—
-~
(s) swn
(=]
g ¥
o4 =
2 S
S g
[~
<
D
~=3
8
=
o
S

-10

o N < © [ee) (=4
—

(s} awp

Fig. 4.9 Ocean bottom measurements of one common-receiver gather (number 1321) dis-
played with a gain factor of t'° after deconvolution, o) Horizontal inline com-
ponent. b) Horizontal crossline component.
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4.2 Decomposition of one common-receiver gather

The performance of the 5-stage adaptive decomposition procedure, as described in
Chapter 2, is tested on common-receiver gather 1321 after predictive deconvolution
(Figures 4.8 and 4.9). Before decomposition was applied, the receiver gather was
interpolated to a shot-interval of 12.5 meters to avoid aliasing within the frequency
bandwidth in the Fourier and Radon transformations.

Stage 1: Corrections for cross-coupling

A correction to the vertical particle velocity, in the way discussed in the previous
chapter, will not remove cross-coupling well in this case. The interference of the
cross-coupling with other events is the reason that the minimum energy criterion
does not apply. Therefore, stage 1 was not applied.

Stage 2: Acoustic decomposition just above the bottom

To apply stage 2 of the adaptive decomposition scheme, a window must be found
that contains mostly primary energy. Choosing the window to lie between the direct
arrival and the first multiple, as in Chapter 3, does not work in this case. Therefore,
a primary window has to be chosen somewhere else in the data. This window is
displayed in Figure 4.10a in the z,¢ domain, as the optimization will be performed
in this domain. In Figures 4.10c and d the results after acoustic decomposition
just above the ocean-bottom are displayed in the z,¢ domain. The arrows around
1.3 seconds highlight the primary event that was focussed on in the optimization
procedure. Most energy in this event is moved to the upgoing wavefield. This result
was obtained with a scalar scaling factor a between p and v, (i.e. setting the length
of the time filter a(¢) to one time sample, Figure 4.10b). Allowing a(t) to be longer
did not give better results. It is therefore better to simply keep a as a scalar and
not introduce any frequency-dependency in further stages. In Figure 4.11 the down-
and upgoing pressure fields just above the ocean-bottom are displayed in a larger
window with offsets ranging from -5000 to 5000 m.

Stage 3: Elastic decomposition into 7 just below the bottom

It is not difficult to determine the window for stage 3, a window containing the
direct wave only, as this does not have to be a very tight window. In Figure 4.12a
this window is displayed in the 7, p domain, as the optimization will be performed
in this domain. The down- and upgoing normal stress-fields are displayed in the
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Fig. 4.10 Demonstration of the optimization procedure in decomposition stage 2 applied
to receiver gather 1321: a) the black arca defines the window over which the
minimum energy criterion is applied, b) is the resulting (scalar) optimization
filter and ¢) and d) show the acoustic decomposition result just above the ocean-
bottom, in which the events that should have been suppressed in the downgoing
wavefield are highlighted by arrows, note the small primary event just after the

first arrival.
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Fig. 4.11 Decomposition result of stage 2 applied to receiver gather 1821, a) is the down-
going pressure wavefield just above the ocean-bottom and b) is the upgoing pres-
sure wavefield.
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Fig. 4.12 Demonstration of the optimization procedure in stage 8 applied to receiver
gather 1321: a) the black area defines the window over which the minimum
enerqy criterion is applied, b) is the resulting optimal decomposition operator
and ¢) and d) show the elastic decomposition result into down- and upgoing
normal stressfields just below the ocean-bottom in the 7,p domain.
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Fig. 4.13 Decomposition result of stage 3 applied to receiver gather 1321: a) the down-
going normal stressficld just below the ocean-bottom and b) the upgoing normal
stressfield.
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7,p domain in Figures 4.12¢ and d'. Figure 4.12b shows the resulting optimization
filter F(p) for gather 1321. The different lines in the plot of F(p) denote different
frequencies within the frequency bandwidth. The frequency-dependency is small, so
a frequency independent inversion of F(p) should give good estimates of the medium
parameters just below the occan-bottom. The medium parameters obtained from
the inversion are cp = 1538, m/s cs = 128 m/s and ¢ = 1129 kg/m®. In Figure
4.13 the down- and upgoing normal stress-fields just below the ocean-bottom are
displayed in the x, ¢ domain in a window with offsets ranging from -5000 to 5000 m.

Stage 4: Elastic decomposition into 7. just below the bottom

In this stage, the p and v, components are combined to obtain the down- and upgoing
shear stressfields just below the ocean-bottom. and a relative coupling filter, b(t), is
estimated for the v, component.

The window used in stage 4 (Figure 4.14a), is the same as in stage 3. Using the
medium parameters found in stage 3, the appropriate decomposition operators are
applied to the p and v, components. The scaling filter, b(t), is displayed in Fig-
ure 4.14b. The down- and upgoing shear stressfields are shown in the 7, p domain
in Figure 4.14c and d. The direct wave has been attenuated but not completely
removed.

Because the direct arrival has a high signal-to-noise ratio, the length of the scaling
filter b(t) is not so critical as in stage 2. However, making the scaling filter b(t)
longer in time has another effect in this case. This is illustrated in Figures 4.15. In
Figure 4.15a and b the p and 9, components are displayed in the 7, p domain after
deconvolution. As mentioned earlier, one low-frequency reverberation of the airgun
bubble is not removed from the pressure component after deconvolution (see Figure
4.15a). This low-frequency cvent is not present on the v, component (Figure 4.15b.
Because the frequency spectra are not the same, a long filter b(t) is required to match
the different signatures, resulting in a cross-talk with primaries that arc located
closely to the dircet arrival. As a result resolution will be lost in the decomposition
result of stage 4. Figures 4.15¢ and d show the down- and upgoing shear stressfields
that were obtained using Figures 4.15a and b as input. The decomposition result
has less resolution than the measured v, component. The down- and upgoing shear
stressfields in Figures 4.14c and d were obtained after a bandpass filter was applied
to the pressure component p to remove the remaining low frequency reverberation.
This decomposition result has similar resolution as the original v, component. In
Figure 4.16 the down- and upgoing shear stressfields of Figure 4.14 are displayed in
the ,t domain for a window ranging from offsets of -5000 m to 5000 m.

IThe upgoing normal stresslield determined in stage 3 can help identify primary reflection events.
If necessary, stage 2 could then be repeated with a better primary window choice.
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Stage 5: Elastic decomposition into P- and S-wave potentials just below the bottom

The results of stages 3 and 4 were combined to obtain the down- and upgoing P-
and S-wave potentials (¢t and ¥*). The final decomposition result for receiver
gather 1321 is displayed in Figures 4.17 and 4.18 in the x, ¢ domain. As cg was quite
low, the decomposition for the main part performed a separation of downgoing and
upgoing wavefields and not so much of P- and S-waves, as the latter was already
accomplished by the low S-velocity.
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Fig. .14 Demonstration of the optimization procedure in stage 4 applied to receiver
gather 1321: a) the black area defines the window over which the minimum
energy criterion is applied, b) the resulting calibration filter and ¢) and d)
show the elastic decomposition result into down- and upgoing shear stressfields
just below the ocean-bottorn in the ,p domain.
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Fig. 4.15 Repeating the optimization procedure of stage 4, as shown in the previous figure,
but without the application of a bandpass filter (f=0,25,75,100), a) p component
after deconvolution, interpolation and T — p transform, b) 0z component after
deconvolution and T — p transform c) and d) show the elastic decomposition
result into down- and upgoing shear stressfields just below the ocean-bottom in
the 7,p domain.
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Fig. 4.16 Decomposition result of stage 4 applied to receiver gather 1321:

going shear stressfield just below the ocean-bottom and b) the
stressfield.
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Fig. 4.17 Decomposition result of stage 5 applied to receiver gather 1321: a) the down-
going P-potential just below the ocean-bottom and b) the upgoing P-potential.
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Fig. 4.18 Decomposition result of stage 5 applied to receiver gather 1321: a) the down-
going S-potential just below the ocean-bottom and b) the upgoing S-potential.
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4.3 Application to part of the 2-D data

The decomposition procedure was repeatedly applied to successive common- receiver
gathers to decompose the full 2-D dataset. In this section examples will be shown
from the fourth receiver line (Figure 4.3). This subselection of data consists of
common-receiver gathers 1239-1355. In a later section inversion results for line three
and line five will also be given.

Preprocessing (deconvolution and interpolation) of the data was done as discussed
in section 4.1. The deconvolution was performed on six gathers at a time until all 59
gathers in the line have been deconvolved, according to the deconvolution strategy
explained in section 4.1. The 6 common-receiver gathers are separated from each
other as far as possible over the line.

Stage 1 is not applied to this dataset - as was discussed in the previous section. To
apply stage 2 of the adaptive decomposition scheme, a window must be chosen that
contains mostly primary energy. The window of Figure 4.10a could not be used for
all receiver gathers in the line, as the primary event at 1.2 seconds is not equally
strong over the whole line. Therefore, an additional primary event at 0.8 seconds is
chosen to aid optimization for parts of the line where one primary becomes weaker.
By using a mask that combines both events, a constant primary window can be
used over the line and the picking of the window has to be performed only once.
This window is displayed in Figure 4.19a. The results of stage 2 for gather 1305
obtained with this mask window, are shown in Figure 4.19. In Figures 4.19c and d
the results after acoustic decomposition just above the ocean-bottom are displayed.
The arrows between 1.0 seconds and 1.5 seconds highlight one of the primary events
that should be removed from the downgoing wavefield just above the bottom by the
optimization procedure. Most energy in this event has indeed moved to the upgoing
wavefield. Note that in addition a small primary event just after the direct wave
has been suppressed in the downgoing wavefield (uppermost arrow in Figures 4.19¢
and d). This result was obtained with a scalar scaling factor a between the p and
v, components (i.e. setting the length of the time filter a(t) to one sample, Figure
4.19b), as in the previous section. Each common-receiver gather gives one scaling
factor a (Figure 4.20). The scaling factor a is not very constant over line 4, this
indicates a variable coupling of the v. component over the receiver line.

It is much more difficult to find an appropriate primary window for a relatively
shallow ocean-bottom because there is much more interference between events. This
gives greater inaccuracy in the estimation of the filter a(t). The effect of inaccurate
estimates of a(t) on the further stages of the adaptive decomposition scheme will be
investigated in section 4.4.
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It is not difficult to determine the window for stage 3 - a window containing the
direct wave only, as this does not have to be a very tight window. The window
displayed in Figure 4.12a can be used over the whole line. For cach receiver gather
in the line a decomposition filter F(p) is determined. The inversion result of the
medium paramecters from all filters F(p) obtained from line 4 is displayed in Figure
4.22. The ¢p cstimates remain quite constant over the line at a value around 1600
m/s. The p estimates show more fluctuations from values in the order of 1500 kg/m3
up to 2500 kg/m?* and even two outlicrs above 2500 kg/m®. The estimates for cg lie
around an average value of 300 m/s with two inversion results giving an S-velocity
of zero. A further discussion of the inversion results is given in the next section.

4.4 Estimation of the medium parameters

In this section, the inversion of the medium parameters for the Mahogany dataset
from the optimal filters F(p) will be investigated in more detail. The filter F(p)
is determined in the time-domain and then transformed to the frequency-domain.
In Figure 4.23, the filter F(p) of receiver gather 1317 is displayed as a function of
(positive) rayparameter and frequency. The source spectrum is plotted in the back-
ground. As can be seen the filter F'(p) is not frequency independent over the whole
frequency range, but it is approximately frequency independent within the main
data bandwidth (considering only the precritical part of the filter). For the inver-
sion, three frequency components of the filter F(p) in the strongest part of the source
spectrum were selected (see Figure 4.31); and an average inversion result, weighted
with the relative strengths of the particular frequencies in the source spectrum, is
obtained.

If the filter F'(p) is frequency independent within the data bandwidth, the question
arises whether it would suffice to estimate an optimization filter f (p, 7) with only
one time sample. In theory, this would be possible only for pre-critical angles, as for
higher angles the imaginary part of the decomposition operator is not zero anymore
(Figure 4.24). To represent the operator in the time domain for post critical angles,
longer filters are therefore necessary.

In Figurc 4.25 the decomposition result of stage 3, calculated with a filter length of
1 time sample (i.c. a frequency independent filter), and a filter length of 21 time
samples, are displayed in the 7, p-domain. For a longer filter the direct arrival has
been better removed from the upgoing normal stressfield (Figure 4.25b) than for a
filter of length one. For the later arrival times the sections look quite similar. The
filters F'(p) obtained with filter lengths of 1 and 21 are compared in Figure 4.26.
In Figure 4.26a the filter obtained for receiver gather 1237 is displayed. The three
thin lines are 3 frequencies within the data bandwidth (filterlength is 21 samples in
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Fig. 4.19

Demonstration of the optimization procedure in stage 2 applied to receiver
gather 1305: a) the black area depicts the window over which the minimum
energy criterion is applied, b) is the resulting (scalar) optimization filter and
¢) and d) show the acoustic decomposition result just above the ocean-bottom,
in which two primary events that should have been suppressed in the downgoing
wavefield are highlighted by arrows, note the small primary event close after
the direct arrival.
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Fig. 4.20 Estimations of the (scalar) calibration filters between p and v, over line 4 dis-
played as a function of receiver station number, using the optimization window
in Figure 4.19a.
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Fig. 4.21 Decomposition result of stage 2 applied to receiver gather 1239.
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p-values has been displayed. On the plane in the background the average fre-
quency spectrum of the data is displayed.
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Fig. 4.24 The theoretical decomposition operator F(p).

The dotted line is the modulus,

the positive valued solid line is the real part of the operator, and the remaining
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slowness (s/m)

0 T : i
! iyt
b "
1
l:”b II:I‘."-”:: b»"f»[s ;ln"‘"']
0.2 ['h"‘ ! ." g . ") ””'“"
.M\:Lllnm“' jh' N M T
Lenaat® ,-Dl"b)b:‘
l" Wl”‘ o »,»p’ 3
WM RN Voo
04 Ibl' m:[' p"l 'i ."' };:>\ o
7 '9"'; ‘m...n' W .,’. ‘ii”r "tuml“..- .,'.'
AT R ! wh
wh
' Bl
l o W "m’n
0.64 W, :."“-"“ N
ol w‘,v,..:m.
"" '.“flvml“ e
l \:j‘,'m“ .|"1, '.;M
NRHTR
0.8 L TN N

71, (filterlength 1), 77, (filterlength 21)

a)

slowness (s/m)

‘”‘I'I.;r o
" 'V: " ""' ""\“'J ll
fooh ".;lf:f'ﬁ"

064 ¢

. i »'

.
e
iy et emb g
'r" BRI il
| . W
e wh
il y'»,
q"“';'l:"

"
N

l“t '“l"""”“‘

W
'n QT

INBUS AT

0.8
T (ﬁlterlength 1), 7

7., (filterlength 21)

Fig. 4.25 Demonstration of effect of filter length of f(p, T) in the optimization procedure
in stage 3 applied to receiver gather 1237, in a) the downgoing normal stress-
field in the T,p-domain is displayed, obtained respectively with filterlength 1
and filterlength 21, in b) the upgoing normal stressfield is displayed, obtained
respectively with a filterlength of 1 time sample and of 21 time samples.



122 Wavefield decomposition: practical aspects for the shallow ocean-bottom

the time domain). The thick solid line denotes the operator obtained using only one
time sample. The latter lies slightly under the curves for the frequencies of 25 and 33
Hz in the rayparameter interval [-6-10~*, —4-107%] in the precritical rayparameter
interval. In Figure 4.26b the light gray lines are all operators obtained over line 3
with filter length 1, the black lines are all operators over the line of filter length 21,
plotted together (only the frequency component of 33 Hz is displayed) . The smear
off the operators gives an indication of variations in medium parameters over the
line. The peak positions remain quite stable, the curvatures for higher rayparameter
values change gradually.

— 17 Hz
-------- 25 Hz
33 Hz
— filterlength 1

4 2
P (s/m) x10™ p (s/m) x10™

a) F(p) for 1 CRG b) F(p) for line 3

o

Fig. 4.26 Filter F(p); a) for receiver gather 1237 the difference is shown between a filter
of 21 samples (frequencies of 17, 25 and 33 Hz are displayed), and a filter of 1
time sample (thick solid line); in b) the variability of the filier is displayed by
plotting the filters of all receiver gathers in line 8 together (the light-gray lines
are filters of 1 time sample, the dark lines are the frequency of 33 Hz selected
from the filter of 21 samples). All filters are normalized to the filter value at
p=0.

Determination of compressional velocity

The P-velocity is determined by locating the maxima of F(p). In this way for each
F(p) 3 values for the maxima location are obtained (one for each frequency). From
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these 3 values the median is taken to obtain one P-velocity per receiver gather. The
P-velocities as a function of receiver number are displayed in Figure 4.27. Three
levels for the velocity can be distinguished. This appearance is due to the discrete
ravparameter values at which the singularities are sampled. The difference between
the upper- and lower level is taken as the uncertainty in the P-velocity estimate
(where it is assumed that the occan-bottom has a constant P-velocity over the re-
ceiver line).
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Fig. 4.27 Inversion results for the P-velocity just below the ocean-bottom over line 4
displayed as a function of receiver station number.

Determination of density

From Figure 4.22 it can be seen that the density estimates fluctuate strongly across
the line, even obtaining unrealistic values. The density appears as a constant in
the decomposition operator fq% The average value of the 3 frequency components
at small ray parameter values is taken as the density estimate. This means that if
the coupling filter A(w) that is estimated in stage 2 is not correct, the optimization
procedure in stage 3 will compensate for this error. If the filter 4 is just a scaling
factor (i.e. frequency independent) it follows that an erroneous determination of the
filter A results in a (rayparameter independent) amplitude change in the filter F(p):

5 1- 00 .
PE=_p+4,.,.2v 1.1
2 (‘Y‘T‘2qo‘~$ ( )
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where 4., = A-d with d a scale factor, and A the true scaling filter,

_TE = %p + A F(p)V,, (4.2)
- %P + AdE(p)T, (4.3)
= %13 + AF., (p)Vs, (4.4)

where F.,., = dF (p) is the filter that is actually estimated in the least squares
optimization of stage 3. Neither the singularity location nor the shape of filter
F(p) are influenced by the error in scaling filter A when the latter is frequency
independent. Only the amplitude of the filter F(p) is changed. In fact, an inversion
is carried out for (dg)/2, where d is the error made in the estimation of scaling filter
A after stage 2. Therefore the behaviour of the density estimates in Figure 4.22 does
not reflect the variability of the density over the line, but rather is an indication that
the scaling filter has not been well determined in stage 2. The ¢p and cs estimates
remain unaffected by this error. The fluctuations of the density estimates over the
line reflect the accuracy with which the scaling factor ¢ has been determined. For
a shallow ocean-bottom the events are closer together and it is difficult to isolate a
window with only primary energy - resulting in a less well determined scaling factor.

It can be verified that an unrealistic density estimate is coupled to an unsatisfying
decomposition result in stage 2. In Figure 4.21 the decomposition result of stage
2 for receiver gather 1239 is displayed. For this gather an abnormally high density
estimate was found. Compared to the decomposition result at receiver 1305 (Figure
4.19c and d), where a density estimate close to 1500 kg/m® was obtained, there is
still considerable primary energy present in the downgoing wavefield in Figure 4.21a.
Note the small primary event coming just after the direct arrival: in Figure 4.19 this
event has been moved to the upgoing wavefield, in Figure 4.21 this event is still
present in both the down- and upgoing pressure field. The fixed primary window
that is used over the line, is not optimal for this receiver gather. Although the
decomposition result of stage 2 is not so good, this does not influence the quality
of the decomposition result of stage 3, as an error in the coupling filter a(t) is
compensated by F(p) (or by the density estimate, after inversion).

Determination of shear velocity

The S-velocity is estimated by least-square fitting of the theoretical decomposition
operator to the curvature of the filter F(p) in the pre-critical rayparameter range.
In Figure 4.22 the inversion results for cg over the line are displayed. At some
receiver locations the inversion for ¢g is not stable and becomes zero. In Figure
4.28 an cxplanation for the low cg estimates is given. In the inversion procedure
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the locations denoted with a star are already fixed. These tfixed points are the
locations of the singularities (and therefore the rayparameter at these locations is
the inverse of ¢p). and the value of the filter F(p) at p = 0. Therefore, there is
one variable left (cs) to adjust the curvature between these fixed points. In Figure
4.28 the arrows denote in which direetion the curve goes when cg gets slower or
faster. A eg velocity around zero therefore indicates that the curve could not be
fitted with the one remaining variable. Another way to change the curvature is to
vary ¢p slightly. In Figure 4.29 ¢p is varied between its uncertainty bounds (Figure
4.27). The effects on the inversion for cg are displayed by the solid lines. The lines
were obtained by fixing e¢p at its lowest and highest possible value. respectively,
and performing the inversion for ¢g (using a constant ¢p over the line). The inter-
dependency of ¢p and ¢y is further illustrated in Figure 1.30. where the inversion
results for eg are displayed for several receiver locations as a function of fixed ¢p. In

x 10

-

-7

Fig. 4.28 Inversion procedure for cs from the filter F(p), the thick dark line is the initial
fit, the stars denote the positions of the filter that are fized, i.c. the location of
the peaks and the amplitude at p = 0. The remaining variable, cs, controls the
curvature between the fizred points.

Figure 4.30a, a rcceiver location is chosen that remains stable for the ¢g inversion.
In this case, there is an almost linear relationship between cg and cp. In Figure
4.30b, the inversion results for ¢y as a function of ¢p are displayed for some other
receiver locations, including receiver locations that were unstable in the inversion
for cg. It can be scen that at these unstable locations the curves are not linear
anymore, and give cg results of zero for several ¢p values. In Figure 4.31 six of the
filters F'(p) are displayed for recciver gathers 1265, 1267, 1269, 1271, 1273 and 1275.
From the bottom row realistic cg estimates were obtained, the top row resulted in
¢s estimates close to zero. The differences between the filters F(p) that gave an
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Fig. 4.31 Estimated filters F(p) for siz different receiver stations, given by the number
above each filter F(p). The different lines in the plots of the filters F(p) denote
different frequencies components within the source spectrum. The filters in the
top row resulted in cs inversion estimates around zero, the filters in the bottom
row gave realistic cs estimates.

acceptable inversion result and those that did not, are not evident. The reason for
the unstable behavior is therefore not clear. Nevertheless, the cg inversion procedure
remains quite sensitive to noise (field data). When a different means of estimating
the shear velocity is present this could be utilized to quantify the reliability of the
cs estimates.

4.4.1 Importance of medium parameters in total decomposition scheme

From the previous discussion on the inversion for the medium parameters it can be
summarized that:
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e the cp estimate is well determined;

e the cg estimate is sensitive to small errors in ¢p as well as the noise level near
the critical angle, and the inversion can easily become unstable;

o the p estimate is contaminated with residual coupling errors on the vertical
geophone component. With the inversion it is not possible to distinguish be-
tween the density and the coupling corrections.

However, not all parameters are equally important in the next stages (stage 4 and
5) of the decomposition scheme. The equation that is used in stage 4,

a1 Vz, (4.5)

= NP 5
Tt =+ " P+Bw
= 2gs,1 ( )2115,1
does contain the density in the nominator. But at the same time it contains the
coupling factor B(w). Errors in g are therefore not important as they can be com-
pensated for by B(w). The correct ¢p/eg ratio is important in this stage for optimal
direct wave removal.

The equations used in stage 5,

2

~ C ~ ~

¥ = 2T - (o5 - 20T, (46)
2

~ C o & ~

V= (et - 2TE T 2mena T, (4.7)

do not contain the density. They use the decomposition results of stage 3 and
stage 4. The decomposition results of stage 3, Tf, are obtained without medium
parameters. The decomposition results of stage 4, ch:, and the equations of stage 5
are dependent on the correct cp and cg estimates again.

4.4.2 Inversion strategy for Mahogany

The inversion for the Mahogany dataset was performed per receiver line. First, the
inversion was run with a variable ¢p over the line (determined by the location of
the maxima at each receiver location). This typically resulted in a couple of cg
estimates of zero. The variation of cp over the line was then used to give minimum
and maximum values of ¢p. In a next inversion run, cp was given a constant value
over the line in the middle of the possible cp-range. If this still gave zero cg estimate,
cp was chosen progressively higher until all ¢g estimates were larger than zero. The
inversion results for line 3, 4 and 5 are displayed in Figures 4.32, 4.33, and 4.34. For
line 3 the ¢cp was fixed at 1577 m/s, for line 4 at 1563 m/s and for line 5 at 1577
m/s.
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Fig. 4.4 Inversion results for the medium parameters just below the ocean-bottom for
line 5 displayed as a function of receiver station number. Diamonds denote the
density estimaltes, stars the cp estimates and plusses the cs estimates.

Stages 4 and 5 were implemented on the common-receiver gathers of line 4, using the
medium parameters of Figure 4.33. The decomposition results of stage 5 are (partly)
displayed in Figures 4.35, 4.36, 4.37, and 4.38 for seven selected gathers (displayed
on near offset sections), and in Figures 4.39 and 4.40 as common-offset sections.
Because the quality of the common-offset sections is poor, the decomposition results
for the P-waves are also displayed after poststack time migration (Figures 4.41 and
4.42). The S-wave decomposition results were only stacked, using the common-
conversion point method as discussed in (Tessmer and Behle, 1988; Harrison and
Stewart, 1993) (Figure 4.44). In the time migrated sections a salt layer can be
distinguished with the base of the salt roughly between 2.5 and 3 scconds. The
downgoing P-wave section shows roughly the same structure, only with a time delay
caused by the extra bounce inside the water layer. In the stack of the upgoing S-
waves the top of the salt can be seen between rougly 4 and 6 scconds. The base
cannot be distinguished.

4.5 Comparison before and after decomposition

To evaluate the benefit of the wavefield decomposition on the image quality of the
subsurface, a poststack time migration was also performed on the measured data
components. The time migrated section for the v, component is displayed in Figure
4.43. Compared to the upgoing P-wave scction in Figure 4.42 again the effect of
a lot of multiple attcnuation/removal is evident. To evaluate the effect of P- and
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Fig. 4.35 Seven selected common-receiver gathers of the final decomposition result of line
4: downgoing P-wave potential.
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Fig. 4.36 Seven selected common-receiver gathers of the final decomposition result of line
4: upgoing P-wave potential.
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Fig. 4.38 Seven selected common-receiver gathers of the final decomposition result of line
4: upgoing S-wave potential.
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a) o1, offset=500 m b) ¢, offset=500 m

Fig. 4.39 Common offset sections of linc { at 500 meter offset for a) the downgoing
P-potential just below the ocean-bottom and b) the upgoing P-potential.
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receiver station number receiver station number
1259 1279 1299 1319 1339 (1)239 1259 1279 1299 1319 1339

a) ¥, offset=500 m b) ¥, offset=500 m

Fig. 4.40 Common offset sections of line 4 at 500 meter offset for a) the downgoing
S-potential just below the ocean-bottom and b) the upgoing S-potential.
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Fig. 4.41 Poststack time migrated section of the doumgoing P-potential just below the
ocean-bottom.

S-wave separation is more difficult - as with the examples in the previous chapter.
Actually, converted primary reflections have to be identified in the v. component
that are removed from the upgoing P-wavefield.

In Figures 4.45 and 4.44 the stacks obtained by using the v, component and the
upgoing S-wavefield, respectively, can be compared. Some difference can be seen
between the two stacked scctions. Especially in the stack of the v, component, the
difference in coupling between the three ocean-bottom cables is apparent. In the
decomposition result cvents appear more continuous over the three cables, which
can probably be attributed to the estimation of coupling filters in stage 4 of the
decomposition scheme.
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Fig. 4.42 Poststack time migrated section of the upgoing P-potential just below the ocean-
bottom.

4.6 Conclusions

The adaptive decomposition procedure was tested on a field dataset with a shallower
ocean-bottom (Mahogany). This was more challenging because of the greater inter-
ference between events. Deconvolution of the data, to remove the air bubble effect,
must be done carefully, as not to affect the events interfering with it. Especially the
determination of a window containing only primary events (stage 2 of the adaptive
decomposition scheme) can be tricky for shallower data. The optimal filters resulting
from stage 3, quite nicely resemble the theoretical decomposition operators, com-
pared to the examples in the previous chapter. Therefore, it was possible to better
analyse the inversion results. It can be concluded that

e The accuracy of the estimate of the density just below the ocean-bottom is
dependent on the accuracy of the estimation of the calibration filter a(2).
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Fig. 4.43 Poststack time migrated section of the vertical velocity component.

e The estimate of the S-velocity is sensitive to small errors in the P-velocity
estimate, and to the signal-to-noise ratio at higher angles. It does not always
converge to a realistic solution for field data.

e The P-velocity can be accurately determined using the singularities location,
also with field data.

Decomposition was repeated for all receiver gathers in the dataset using variable
medium parameters across the receiver line. If the S-waves in the final decomposition
result exhibit a lower resolution compared to the original v, data, this is due to stage
4 of the decomposition scheme. It can be solved by better matching the frequency
spectra of the pressure and horizontal inline velocity components beforehand.

Poststack time migrated images were made of the data before and after decomposi-
tion. The decomposed data resulted in clearer images for both the P- and S-wave
sections.
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Chapter 5

Multiple elimination for ocean-bottom data

By performing a wavefield decomposition on multicomponent seismic ocean-bottom
data, the upgoing P- and S-waves just below the ocean-bottom are obtained. After
the wavefield decomposition, as described in the previous chapters, surface-related
and internal multiples that arrive at the receiver from above will have been removed
from the data. However, all multiples that end with a reflection from a reflector
below the ocean-bottom will still be present in the decomposed upgoing data (Fig-
ure 5.1). In Figure 5.1a the surface-related multiple reflections that remain in the
upgoing wavefield just below the bottom after decomposition are displayed. These
type of reflections are also called source-side peg-legs, as the extra reverberation
is on the side of the source. To remove the remaining surface-related multiples,
the multiple climination method described by Verschuur et al. (1992) and Berkhout
and Verschuur (1997) is used (the removal of remaining internal multiples from the
decomposed upgoing wavefield will not be addressed here). To apply this method
to the decomposed dataset, it has to be extended to accomodate ocean-bottom ac-

a) b)

Fig. 5.1 Ezamples of events that are “upgoing” at the receiver, but still contain a surface
reflection, (a) source-side peg-leg multiple, and (b) another source-side multiple.
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quisition geometry (Verschuur and Neumann, 1999; Socllner and Widmaier, 2000).
The multiple removal method can be used on any ocean-bottom receiver type (i.e.
pressure, velocity, P-waves, S-waves). The relative importance of additional multiple
elimination will be illustrated with examples of the synthetic data example and of
the Mahogany field dataset. After multiple elimination the remaining events in the
data are all supposed to be primary reflections coming from below the ocean-bottom
(if internal multiples can be neglected), and the data can be migrated (i.e. putting
the reflection events at the right positions in depth).

5.1 Theory of multiple elimination for OBS data

A lot of surface-related multiples have been removed by the decomposition, but
events as in Figure 5.1 remain. To remove the remaining surface-related multiples
from the data after decomposition, the multiple elimination method developed by
Verschuur et al. (1992), reformulated as an iterative procedure by Berkhout and
Verschuur (1997), is used. As this method is designed for data acquisition with
both sources and receivers behind a boat at the sea surface (these type of data
arc often called streamer data or surface data), it has to be adapted to accomo-
date ocean-bottom acquisition geometry where the source is still behind the boat,
but the receivers are now arranged at the ocean-bottom (data acquired this way
are often called ocean-bottom cable data or OBC data). Multiple elimination for
ocean-bottom data has been discussed in Verschuur and Neumann (1999) and Ikelle
(1999) for the situation where streamer data are available alongside OBC data. The
procedure discussed here is similar, except that in this case the streamer data are
simulated from the OBC data. Field data examples of such a multiple elimination
approach on "undecomposed” OBC data have been shown in Soellner and Widmaier
(2000). First a short review of multiple elimination for surface data will be given
which will then be extended to OBC data.

5.1.1 Matrix notation for discretized wavefields

To predict multiple contributions within a certain aperture, many sources and re-
ceiver positions are required simultaneously. Therefore, the data are organized in
a data matrix, after transformation to the frequency-domain (see Berkhout, 1982).
Note that the data matrix notation that is used in this chapter does not correspond
to the matrix notation of earlier chapters. To distinguish the data matrices from the
other matrices they will be written in the sens serif font, i.e. X instead of X. One
column of the data matrix contains one shot record for one frequency component
w;. Thus a matrix is obtained with the shot locations along the rows of the ma-
trix and the receiver locations along the columns. Such a data matrix can then be
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constructed for each frequency component. This data organization is well suited for
processing steps in which cach frequency component can be treated independently.
Spatial convolutions can then be described by matrix multiplications. In practice
the data matrices are often only partly filled (band matrices).

5.1.2 Forward model for surface data

In the case the surface at 2z is a nonreflecting surface, the upgoing wavefield just
below zp is given by

Po (20) = Xo(20,20)S™ (0), (5.1)

with Xg(z0, 20) containing the spatial impulse responses of the medium, where the
first variable denotes the receiver depth and the second variable the source depth.
The source matrix ST (zy) contains the effective downgoing source waveficlds at
surface level zg. The matrix Pj (z0) contains the upgoing wavefield at depth level
zp for one frequency and all sources and receivers without surface multiples. One
vector P~ (i.e., one column of Py ), contains a wavefield for one frequency and one
source and all receivers. One vector Pt (i.e., one row of Py ) contains a wavefield
for one frequency and one receiver and all sources.

In the case the surface at zg is a reflecting surface, the total downgoing wavefield at
2p is the illuminating source wavefield $*(z) plus the downward reflected upgoing
wavefield (see Figure 5.2):

P~ (20) = Xo(20,20)[S* (20) + R™(20)P ™ (20)), (5.2)
or written explicitly
P~ (20) = [I = Xo(20, 20)R™ (20)] ™" Xo(20, 20)S™ (20)- (5.3)

Defining X(zq, 20) as the subsurface response with reflecting surface at zp, the total
upgoing wavefield at zp can be written as

P~ (20) = X(20, 20)S™ (20). (5.4)
Combining equations (5.3) and (5.4), it follows that
X(z0, 20) = [l = Xo(20, 20)R™ (20)} ' Xo(20, 20)- (5.5)
The total upgoing wavefield P~ (2o) can also be written in a series expansion:

P~ (z0) =[1 + {Xo (20, 20)R™ (20)} + {Xo(z0, 20)R™ (20)}"
+ {Xo(20,20)R™ (20)}* + .. .1X0(z0, 20)8 T (20).
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P(z0)+—| D (2) S™(z0)

XO(ZO, ZO)

X(zo, 20)

Fig. 5.2 The model of seismic reflections at the surface (z = z0). The downgoing wave-
field consists of source wavefield ST (z0) and the reflected upgoing wavefield
R™(20)P™ (20). Operator D™ (z0) adds the receiver directivity to the recorded
data: P(z0) = D7 (20)P~(20) (Berkhout and Verschuur, 1997).

5.1.3 Multiple elimination for surface data

To find the “surface reflection-free” response of the medium, Xo (2o, 20), equation
(5.5) has to be inverted

Xo(20, 20) = X(20, z0)[1 + R™ (20)X (20, 20)] ", (5.7)
and can then be written in a series expansion again':
Xo(z0, 20) =X (20, z0)[1 — {R™ (20)X (20, 20) } + {R™ (20)X (20, 20)}*
—{R7(20)X(20,20)}> + ... ].

Writing for R™ (z9) = rol, an average free-surface reflection coefficient rg, equation
(5.8) becomes

(5.8)

Xo(z0, 20) =X(z0, 20) — roX(20, 20)? + 15X (20, 20)* (5.9)
— 15 X(z0,20)* + ... '

As in practice the unit impulse response of the medium is not measured, equations
(5.1) and (5.4) are substituted into equation (5.9) to obtain the following series:
Py (20) =P~ (20) — AW)[P~ (20)]* + A*(w)[P~ (20)]*

_ AP ) . (5.10)

I'This series does not necessarily converge. However, by assuming that there is always a nonzero
traveltime until the first arrival, and assuming limited registration time (after inverse temporal FT
of Xo(z0,20)), a finite number of terms is needed to create a multiple free output.
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where the function A(w) contains the average frec-surface reflection coefficient g
and the inverse source signature $~!(w) :

Aw) = roS H(w), (5.11)

P~ and P, are the data with and without surface multiples. By writing the series
this way, it is assumed that the source directivity can be neglected (or is already
corrected for), i.e. $*(z9) = S(w)l. The first term on the right-hand side of equation
(5.10) denotes the (deghosted) data itself, the second term contains the multiples
once reflected from the surface, and so on.

5.1.4 Adaptive iterative multiple elimination for ocean-bottom data

The iterative version of the multiple elimination procedure consists of a repeated
application of the following two steps (Berkhout and Verschuur, 1997):

e Prediction of the “unscaled” multiples by auto-convolution of the data:
M(z0) = Py (20)P ™ (20). (5.12)
where zp denotes the water surface,
e Adaptive subtraction of the predicted multiples from the input data:

Po (20) = P~ (20) — A(w)M(zo). (5.13)

The matrix P~ (z) is the multiple prediction operator and contains the upgoing
pressure wavefield at the free surface (deghosted data) for one frequency and all
sources. The matrix Py (zp) is the input data. In the first iteration Py (zo) is
normally taken as the deghosted data itself (P™(zq)).

In Berkhout and Verschuur (1997) it is also shown that the same multiple elimi-
nation procedure can be applied to a CFP gather (on the source or receiver side),
using the original surface shot records as the multiple prediction operator. As the
decomposed OBC data can be considered as a CFP gather, using focusing in detec-
tion with the focus point at the ocean-bottom, application of multiple elimination
when streamer data is available is straightforward (see Verschuur and Neumann,
1999). When streamer data are not available, they can be simulated from the OBC
data. Using the output of the acoustic decomposition of stage 2 of the adaptive de-
composition scheme (upgoing pressure wavefield just above the ocean-bottom) and
extrapolating this to the surface, simulated “receiver-ghost free” streamer data are
obtained. The propagation operator is casily constructed using the water depth and
velocity. Equation (5.12) modifies to

Mzt 20) = By (2, 20)W ™ (20, 20)P 7 (27, 20), (5.14)
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where z; is the depth of the ocean-bottom, z; is just above the ocean-bottom and
2" is just below the ocean-bottom. The dagger (1) symbol indicates a row vector.
The multiple prediction operator is

W~ (an Zl)P_(Z]_vz())v

which is the upgoing wavefield just above the bottom, forward extrapolated to the
surface, thus simulating receiver ghost-free streamer data. ﬁf'(zl+ ,Zo) contains the
input data for one frequency and all shots, i.e. it corresponds to one (decomposed)
common-receiver gather just below the bottom. The multiple prediction procedure
as it is applied to OBC data is illustrated by Figure 5.3. The upgoing pressure
wavefield just above the ocean-bottom is resorted from common-receiver gathers
to common-shot, gathers and then extrapolated to the surface. One-common shot
gather of the simulated streamer data is shown in Figure 5.3. To predict the multiples
this shot gather is convolved with a decomposed common-receiver gather. This can
either be the upgoing P-waves or the upgoing S-waves just below the ocean-bottom
(in fact the method will work on any ocean-bottom receiver type). The convolution
results in curved events, with the apex at the spatial position of the reflection point
of the multiple at the surface. These multiple contribution events are summed in
the horizontal direction to obtain the multiples for one source-receiver pair. If this
procedure is repeated for all common-shot records of the simulated streamer data,
the multiple prediction for one complete common-receiver gather is obtained.

After prediction, these multiples can be adaptively subtracted from the input OBC
data, similarly to equation 5.13:

B (z1,20) = PE (21, 20) — Aw)M* (21, 20), (5.15)

where 130*(21, zp) can be the wavefield measurement at any receiver component as
well as any of the wavefields after waveficld decomposition. Note that the same
receiver component Poi(zl ,20) needs to be used in the prediction (equation 5.14)
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Fig. 5.3 Multiple prediction for OBS data: the decomposed common-receiver gather is
convolved with the acoustic decomposition result after extrapolation to the water
surface to simulate streamer data.

5.2 Multiple elimination: synthetic data example

The effect of multiple removal will be demonstrated on synthetic data from the
simple horizontally layered model introduced in Chapter 2. The model parameters
were given in Table 2.2, and the pressure and velocity components (at the interface
between the first and second layer, i.e., the ocean-bottom) calculated for this model
were shown in Figure 2.2.

There are two possible multiple removal operators for OBC data. In Figure 5.4a the
operator is the upgoing pressure wavefield obtained from acoustic decomposition
just above the ocean-bottom, extrapolated to the sea surface. For comparison, in
Figure 5.4b the operator is obtained by modeling the synthetic pressure data with
the source as well as the receivers at the sea-surface (i.e. streamer data). As can
be seen the operators are cquivalent for synthetic data. In the following multiple
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elimination results, the operator in Figure 5.4a will be used, but obviously the results
will not change when the modeled streamer data is used.

The adaptive surface-related multiple removal scheme is applied to various (receiver
type) components, before or after wavefield decomposition at the ocean bottom.
Each time the same operator data (Figure 5.4a) is used. The iterative procedure is
applied. For the multiple removal results shown here four iterations have been used.

First, the OBS multiple removal algorithm is demonstrated on the measured pressure
in the water layer with the hydrophone (Figure 5.5a). In Figure 5.5b the result of
the adaptive multiple removal scheme is displayed and compared with the result
of modeling the pressure component without surface multiples (Figure 5.5¢). Only
minor differences are visible between the multiple attenuated and the multiple-free
result.

Next, the approach is tested for the vertical velocity component. The results are
displayed in Figure 5.6. Again, the result is convincing.

As mentioned in the previous section, the type of ocean bottom component is not
important, as long as the correct multiple prediction operator is used. Therefore,
the procedure works equally well for the horizontal component, as can be observed
in Figure 5.7.

If wavefield decomposition has been applied to the ocean bottom dataset, the same
procedure can be used to remove the remaining source-side water layer peg-leg mul-
tiples from the decomposed data. This is demonstrated in Figure 5.8 for the upgoing
P-waves just below the ocean bottom and in Figure 5.9 for the upgoing S-waves just
below the ocean-bottom. For the latter situation, multiples that are removed by this
method can for example be events that first bounce in the water layer, then propa-
gate below the ocean bottom and are converted somewhere into S-waves, and then
arrive at the ocean bottom as an upgoing S-wave. Note that the conversion could
have taken place either during transmission or during reflection. On close inspection
of Figure 5.9 it appears that indeed pretty strong events with approximately 2.1 and
2.8 seconds zero offset traveltime are removed after the process.
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Fig. 5.4 Operators for surface-related multiple removal (a) Operator obtained by extrap-
olating the upgoing pressure wavefield just above the bottom to the sea surface.
(b) Operator obtained by modeling synthetic streamer data at the sea surface.
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Fig. 5.5 Demultiple on OBC data: (a) pressure component, (b) pressure component after
demultiple and (c) pressure component modeled without free-surface multiples.
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Fig. 5.6 Demultiple on OBC data: (a) vertical velocity component with multiples, (b)
vertical velocity component after demultiple and (c) vertical velocity component

modeled without free-surface multiples.
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Fig. 5.7 Demultiple on OBC data: (a) horizontal inline velocity component with multi-
ples, (b) after demuliiple and (c) horizontal velocity component modeled without

free-surface multiples.
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Fig. 5.8 Demultiple on OBC data: (a) upgoing P-waves obtained from decomposition,
(b) upgoing P-waves after demultiple and (c) modeled upgoing P-waves without

free-surface multiples.
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Fig. 5.9 Demultiple on OBC data: (a) upgoing S-waves obtained from decomposition,
(b) upgoing S-waves after demultiple and (¢) modeled upgoing S-waves without

free-surface multiples.
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5.3 Multiple elimination: Mahogany field dataset

The data example shown here to illustrate the multiple elimination procedure comes
from the Mahogany dataset which was discussed in Chapter 4. In Figure 4.3 the
acquisition geometry for this dataset is displayed. The acoustic decomposition result
(obtained in stage 2 of the adaptive decomposition scheme) is used as the multiple
prediction operator, after resorting into common-shot gathers and extrapolation of
the receivers to the sea surface (to simulate streamer data). Because the receiver
aperture is limited (compared to the source aperture), the aperture over which sur-
face multiples can be predicted is restricted. A wavefield decomposition was per-
formed on the data within the receiver station number range of 1020 to 1474 (see
Figure 4.3). This aperture allows for a good surface multiple prediction within the
receiver station number range of 1138 to 1356.

In Figure 5.10 the pressure data for common-receiver gather 1323 is displayed on
the left, the upgoing P-wave potential after wavefield decomposition just below the
bottom is displayed in the middle, and the predicted multiples for the upgoing P-
waves are displayed on the right. A strong primary reflection can be seen at about
1.2 s zero-offset, from which at least two peg-leg multiples can be identified. After
decomposition the multiples arising from this strong primary are already strongly
attenuated, but the source-side peg-leg multiple can still be seen. This peg-leg
multiple is also predicted in the right gather. In Figure 5.11 the predicted multiples
have been subtracted from the decomposed upgoing P-wave gather. In the first
gather the data is displayed after decomposition only, the middle gather displays
the decomposed data after additional multiple elimination. The gather on the right
contains the predicted multiples. The peg-leg multiple at about 1.35 s zero-offset
has been removed. The arrow at 0.55 s zero-offset points at another multiple that
has been removed by the multiple climination process.

In Figure 5.12 the multiple elimination results at receiver location 1175 are displayed,
where a strong reflection from the salt layer is present. The strong peg-leg multiple
from this reflection is removed. The same multiple prediction operator can be used
on the S-waves (Figure 5.13, where again the prediction and removal of the peg-leg
multiple of the salt reflection can be clearly observed.

In Figure 5.14, the poststack time migrated sections for the upgoing P-wavefield be-
fore and after surface multiple elimination are displayed. The first stack displays the
the upgoing P-wave potential without surface related multiple elimination. Com-
pared with the second stack on the right, where additional multiple elimination has
been applied, it can be seen that some remaining multiple energy has been attenu-
ated. However, the removal of multiples is less evident in the stacked sections than
in the common-receiver gathers.
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Fig. 5.10 Multiple prediction on one common-receiver gather at receiver location 1323.
The first gather is the pressure component after deconvolution, the second
gather is the upoing P-wave potential just below the ocean-bottom obtained after
elastic decomposition, and the third gather contains the predicted multiples for
the decomposed P-wave gather. The arrow points at a remaining source-side
pegleg multiple in the decomposition result.

5.4 Conclusions

To remove remaining surface-related multiples from the OBC data after decom-
position, the acoustic decomposition result of stage 2 (i.e. the upgoing pressurc
wavefield just above the ocean-bottom) is used as the multiple prediction operator
(after extrapolation to the sea surface). The same prediction operator can be used
on all wave-types. After verification of the OBC surface-related multiple removal
on the synthetic data introduced in Chapter 2, the method was applied to the de-
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Fig. 5.11 Multiple removal result on the common-receiver gather at location 1323. The
first gather is the upgoing P-wave potential just below the ocean-bottom obtained
after elastic decomposition, the second gather is the upgoing P-wave potential
after additional surface related multiple elimination, and the third gather con-
tains the predicted multiples again, that were subtracted from the first gather.
The arrows point at multiple cvents that were removed.

composed 2-D Mahogany dataset. The surface-related multiple removal procedure
correctly predicted the remaining multiples in the decomposed data. The effect of
the removal of remaining multiple energy is more evident on the individual receiver
gathers than on the poststack time migrated section. Multiple removal in combina-
tion with wavefield decomposition can have additional value in the further processing
of field data, as source-side pegleg multiples are left in the decomposition result that
can have about the same strength as weaker primaries present in the data.
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station 1175

Fig. 5.12 Multiple removal result on the common-receiver gather at location 1175. The
first gather is the upgoing P-wave potential just below the ocean-bottom obtained
after clastic decomposition, the second gather is the upgoing P-wave potential
after additional surface related multiple elimination, and the third gather con-
tains the predicted multiples, that were subtracted from the first gather.
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station 1175

time (s)

Fig. 5.13 Multiple removal result on the S-waves common-receiver gather at location
1175. The first gather is the upgoing S-wave potential just below the ocean-
bottom obtained after elastic decomposition, the second gather is the upgoing
S-wave potential after additional surface related multiple elimination, and the
third gather contains the predicted multiples, that were subtracted from the first
gather.
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Fig. 5.14 Poststack time migrated sections of the upgoing P-wave potential (obtained
after decomposition) and the upgoing P-wave potential after additional surface
related multiple elimination.
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Chapter 6

Conclusions and discussion

6.1 Conclusions

In this thesis waveficld decomposition has been studied specifically in the applica-
tion to ocean-bottom seismic data. For this special case, wavefield decomposition
reduces to a decomposition at the receiver side. For a decomposition at the ocean-
bottom it is our task to separate the measured waveficlds just above the bottom
(i.e. in the water layer), and just below the bottom (a decomposition exactly at
the bottom is undefined). To calculate the appropriatc decomposition operators,
the water parameters or the medium parameters just below the bottom need to be
known. A review has been given of the decomposition theory, adapted for the case
of multicomponent ocean-bottom data (Chapter 2). The process separates the P-
and S-waves from each other, as well as the down- and upgoing wavefields (thus
removing most surface-related multiples from the upgoing wavefield). In practice
the decomposition equations are difficult to apply to field data, because of unknown
medium parameters, coupling effects, etc.

To facilitate the application, the decomposition equations have been rewritten in a
simpler form, leading to a scheme that requires less data components at a time. This
result has been obtained by splitting the down- and upgoing wavefield decomposition
and the P- and S-wave decomposition into two separate steps (Chapter 2).

Based on this two-step approach, a 5-stage adaptive decomposition scheme for 2-D
data (see section 2.7) has been proposed, consisting of three intermediate decompo-
sition results before obtaining the final result: down- and upgoing P- and S-waves
(Chapter 2). Each intermediate result allows for the estimation of some unknown
parameters. In addition the quality of these results can be checked, and if necessary,
improved. The scheme allows for some imperfections of the measurements (imper-
fect coupling of the geophones, energy leaking between the geophone components)
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and for unknown medium parameters just below the ocean-bottom. In stage 1 the
vertical velocity component is corrected for energy leaking between the horizontal
velocity components and the vertical component. Stage 2 then estimates a (rel-
ative) coupling filter for the vertical velocity component by means of an acoustic
decomposition just above the occan-bottom. Stage 3, an clastic decomposition into
down- and upgoing normal stressficlds just below the ocean-bottom, allows for the
estimation of the medium parameters just below the receivers. Stage 4 estimates
a (relative) coupling filter for the horizontal inline velocity component by mecans
of an clastic decomposition just below the ocean-bottom into down- and upgoing
shear stressfields. And finally, in stage 5 the down- and upoing P- and S-waves arc
obtained by combining the down- and upgoing stressficlds and using the estimates
of the medium parameters just below the receivers.

For the case where the adaptive decomposition scheme would not perform very well,
i.e. a thin sub-bottom layer, the analytic expressions of a combined extrapolation
and decomposition operation have been derived (Chapter 2). On modeled synthetic
data for a thin layer, a better decomposition result was obtained when using the
appropriate decomposition operators. The combined extrapolation/decomposition
operators have not been tested on field data.

Application of the wavefield decomposition equations could be successfully demon-
strated on three field OBC datasets of different water depths (Chapters 3 and 4):
Vgring (~ 1200 m), Snorre (~ 300 m) and Mahogany (~ 120 m). First the decompo-
sition result was evaluated on one common-receiver gather. This also gives an initial
estimate of the windows for the adaptive decomposition procedure to be used for
an cntire line of ocean-bottom data. The medium parameters just below the ocean-
bottom were estimated by inversion of the optimization filter obtained in stage 3 of
the adaptive decomposition scheme (in a frequency-independent way). Depending
on the quality of the optimization filters, an inversion was performed at each receiver
location (Mahogany), or a fixed average estimate was used for all receivers (Snorre).
Although the decomposition theory requires application to common-shot gathers,
it is in practice often only possible to use common-receiver gathers (due to statics,
coupling, aperture). Strictly speaking it is only correct to substitute common-shot
gathers by common-receiver gathers when the medium is laterally invariant. Expe-
riences with ficld data show that it is still allowed to do so with mild lateral medium
variations present.

The experience with various datasets has led to insight into the issues of decomposi-
tion theory when applied to field data. More specifically, window determination for
the adaptive decomposition procedure was easier for the Snorre and Vgring data ex-
amples, than for the shallower Mahogany dataset. The decomposition into S-waves
for the Vering dataset did not give a very good removal of the direct arrival, and
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the estimated S-velocity is very low (~ 100 m/s). This is not so surprising, consider-
ing the acquisition circumstances for Vering, where the geophones sunk into a very
unconsolidated mud layer lying on the ocean-bottom. This situation does not cor-
respond very well with the step-like contrasts for which the adaptive decomposition
procedure works best. The Snorre and Mahogany datasets show a better direct wave
removal for the upgoing S-wave section and also have somewhat higher S-velocity
inversion results within the range of 200-500 m/s. Furthermore, it was possible to
investigate the decomposition procedure on a full 2D-line (with the shooting parallel
to the receiver line) for the Snorre and Mahogany datascts. In practice, this was just
a repcated application of the adaptive decomposition procedure to each common-
receiver gather. Only the window over the primary event (in stage 2 of the adaptive
decomposition scheme) sometimes had to change gradually over the line.

The “cross-coupling” issue of “impure” vertical velocity components was present in
both the Voring and Mahogany datasets. The corrections for “cross-coupling” as
applied in this study worked adequately for the deeper Voring data but not for the
Mahogany dataset. No further study was made towards a more robust method, as it
is believed that this acquisition-related issue will eventually be solved by better OBC
acquisition methods. The Snorre dataset - acquired with newer acquisition tools -
does not show much evidence of cross-coupling. Differences between the measured
p and v, components, that would not be expected in theory, can probably be at-
tributed to the differences in measuring between hydrophones and geophones. The
hydrophone is insensitive to direction whereas the geophone should very precisely
measure in a specific direction. Small discrepancies with respect to this direction can
easily give discrepancies with the theoretical v, component. However, it was found
that a simple rotational correction would not remove the cross-coupling. It is as-
sumed that part of this cross-coupling is attributed to mechanical coupling within the
geophone. Therefore, the horizontal velocity components were subtracted from the
vertical component using optimization filters, in such a way that the cross-coupling
was optimally removed from the vertical component.

Knowing the medium parameters just below the receiver level is necessary for the
separation of P- and S-waves. The separation of down- and upgoing wavefields alone
can be performed without knowledge of the medium parameters below the bottom.
Two possibilities for a parameter estimation from the data itself were investigated.
First, estimates of the medium parameters can be obtained by direct inversion of
the expression for the decomposition operator, by minimizing an error function. Or,
estimates of the medium parameters can be obtained by first estimating an optimal
filter and then matching this filter to the expression for the decomposition operator.
Both optimization procedures aim to minimize the energy of the direct arrival in the
upgoing wavefield just below the bottom. However, the latter method works better
for field data. The error function in the first method does not have a well defined
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minimum for field data. Direct inversion of the medium parameters was possible on
synthetic data but did not work for field data.

In the adaptive decomposition scheme the desired (kinematic) result was obtained by
estimating optimal filters. The filters are then inverted to the medium parameters.
The accuracy of the inversion procedure on synthetic filters was good when only the
pre-critical rayparameter interval was used (the large amplitudes at the critical angle
do not influence the result). For field data, the inversion procedure was stabilized
by fixing the rayparameter of the critical angle. The P-velocity is well determined
by the inversion. A realistic density estimate for field data was not always possible,
because the density is interrelated with the coupling factor of the vertical velocity
component. The reliability of the density estimate therefore depends on how well
the coupling could be estimated (stage 2 of the adaptive decomposition scheme).
Conversely, if the density estimates are way off the mark, this is an indication that the
coupling determination in stage 2 was not accurate enough. This is demonstrated by
the density estimates in the shallower Mahogany example, that are often unrcalistic
(Chapter 4). An estimate of the S-velocity is difficult to obtain from the filter as it is
very sensitive to the signal-to-noise ratio and depends on high(er) angles. Moreover,
it is also sensitive to (small) errors in the P-velocity estimate. From inversion of
filters from synthetic data, the S-velocity could be retrieved with a good accuracy.
With field data the inversion for the S-velocity was often not possible (i.e. giving
S-velocity results close to zero). The Mahogany dataset gave the best S-velocity
inversion results.

To compare the image quality of the subsurface before and after decomposition (and
after additional multiple elimination), conventional stacking methods with normal
moveout (NMO) corrections and post-stack time migration were used on the raw
data and the decomposed data (Chapters 3, 4 and 5). It must be realized, however,
that by the stacking procedure in itsclf, some effects of the wavefield decomposition
are concealed, for example angle dependent reflectivity effects. For the stacking of
the horizontal component and the decomposed S-waves, asymptotic common con-
version point binning was used. In general, comparison of the poststack imaging
results after decomposition shows ‘cleaner’ datasets with a large part of multiple re-
flection energy, caused by the water layer, removed. The transfer of converted waves
from the vertical component data to the S-wave component and from the horizon-
tal component to the P-wave component after decomposition cannot be observed so
clearly in the imaged data. It is apparent that at least the S-velocities just below the
ocean-bottom, in the data examples that are used here, are low enough to already
separate the S-waves on the horizontal component.

According to the processing strategy discussed in Chapter 1 (see Figure 1.2), the
processing step following the wavefield decomposition is the surface-related multiple
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elimination. It is possible to apply the surface-related multiple elimination proce-
dure (Berkhout, 1982; Verschuur et al., 1992: Berkhout and Verschuur, 1997) after
a small adaptation to the ocean-bottom acquisition configuration (Verschuur and
Neumanin, 1999). In Chapter 5, the surface-related multiple elimination was illus-
trated on the Mahogany dataset. Only after this step all water related multiples
will have been removed from the upgoing P- and S-waveficlds. Although the mul-
tiple elimination procedure correctly predicted remaining surface-related multiples
in the decomposition result, the data did not contain a lot of remaining multiple
energy after decomposition. The difference between an image obtained with addi-
tional surface-related multiple elimination and an image with decomposition only,
was not 5o evident. In the Mahogany example, multiples of the strong reflections on
both sides of the salt structure were not accounted for. To predict these multiples a
wider aperture selection of the 2-D dataset is necessary than the aperture selection
that was used.

6.2 Discussion and recommendations

Although the adaptive decomposition strategy as described in this thesis could be
successfully applied to field data, there are some areas that require further investi-
gations.

Decomposition of 3-D OBC data

In this study, the adaptive decomposition scheme has been applied to 2-D data
only (after geometric spreading corrections, see section 2.7). In this situation the y-
component of the geophone has not been utilized. In Chapter 2, 3-D decomposition
operators have been derived. If these operators are used, the adaptive decomposition
scheme would have to be modified as well. The acoustic decomposition above the
bottom (stage 2) remains the same. To obtain the upgoing - and S-waves (stage 5),
an extra stressfield 7,. is necessary. Moreover, to estimate these stressfields, more
than two data components are needed simultaneously. But from the theorctical
point of view an extension to 3-D is feasible.

For the acquisition-related issues concerning 3-D waveficld decomposition, it should
be understood that the wavefield decomposition operators arc in fact spatial con-
volution filters. A 3-D implementation of the decomposition consists of a spatial
convolution of the 3-D operators with the data in both the x-direction and the y-
direction. This implics that a dense receiver coverage in both directions is necessary.

In practice, a dense receiver coverage at the occan-bottom is not yet feasible. The
most common choices used for 3-D OBC acquisition are displayed in Figure 6.1. The
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“inline-spread” configuration in Figure 6.1a has the shot lines (dashed lines) parallel
to the receiver lines (solid lines). The spacing between receiver lines is typically in
the order of 200 meters, the shot line spacing is in the order of 100 meters. The
“crogs-spread” configuration in Figure 6.1b has the shot lines perpendicular to the
receiver lines both with a spacing in the order of 200 meters. The other possibility
displayed in Figure 6.1c, is a sparse receiver coverage at the ocean-bottom with a
full surface coverage of sources.

For the in-line configuration (Figure 6.1a), two situations can be distinguished. In
the first situation, the shot line lies in the same vertical plane as the receiver line.
The processing of such a configuration would consist of a repeated 2-D application
of the decomposition procedure as was discussed in this thesis, i.e. with the 2-D
decomposition operators. With this configuration, the situation can arise where
the shot line does not lie in the same vertical plane as the receiver. Using the
decomposition procedure as if they still were in the same plane would lead to wrong
offsets, and therefore an erroneous projection of 3-D angles on the z, z-plane. For
media with not too much lateral variability this could supposedly still be handled
but extra research effort is required to make proper corrections for this effect.

In the case of cross-spread acquisition (Figure 6.1b), the shot and receiver lines
need to be interpolated to a dense grid first, to get a good coverage. Then the 3-D
decomposition operators derived in Chapter 2 could be used.

In the acquisition of Figure 6.1c, a wavefield decomposition with 3-D operators could
be done, provided that the lateral variability does not prohibit the use of common-
receiver gathers instead of common-shot gathers. In fact, in the discussed field data
examples in this thesis this assumption was always made.

Estimation of S-velocity

The estimation of the P-velocity from the estimated optimization filters is easy. The
S-velocity estimate is difficult to obtain from the data itsclf using the filter estimated
in stage 3 of the adaptive decomposition scheme, as this filter is not so sensitive to
the S-velocity. There are other possibilities for dealing with the S-velocity:

e When interface waves are present, these can provide an independent means of
estimating the S-velocity. In none of the three datasets used in this thesis, in-
terface waves (e.g. Scholte waves) were detected (possibly due to preprocessing
that was already applied to the data).

e Another possibility is to decompose the data at the measurement stage, i.e.
directly measure the P- and S-waves. By using dense receiver configurations
with receivers at different depth levels, the horizontal and vertical derivatives
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a) inline-spread b) cross-spread b) full surface coverage

Fig. 6.1 Three different types of 3-D OBC acquisition, with (a) the shot lines (dashed
lines) parallel to the receiver lines (solid lines), (b) the shot lines perpendicular
to the receiver lines, and (c) a full coverage of sources at the surface.

of the recorded elastic wavefield can be estimated (Robertsson and Muyzert,
1999), and the divergence and curl of the wavefield can therefore be calculated.
In this case no medium parameter estimates would be necessary.

e And finally, the S-velocity could be estimated in stage 4 of the adaptive de-
composition scheme instead of in stage 3, by using optimal filters again. The
elastic decomposition into down- and upgoing normal stressfields just below
the bottom (stage 3) is given by

7 1 018 -
-TE =P+ A(w)——1T-. 6.1
T2 ( )Q(IP,I (6.1)
The equation is implemented as
=21, = P~ B (p) AT, (6.2)

where, in theory, Fy (p) is equal to the decomposition opcrator:

Fy(p) = 22, (6.3)
qra

The elastic decomposition into down- and upgoing shear stressfields just below
the bottom (stage 4) is given by

-Tf = i—;lp P+ Blw) 200y, (6.4)

qs,1 2gs.1
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Within a window over the direct arrival, equation (6.4) can be written as

0=+Fy(p)P £V, (6.5)
where
> TP
F; = — 6.6

The filter Fy4(p) is more sensitive to the S-velocity than F(p).




Appendix A

Elastic two-way wavefield extrapolation
operator

The two-way clastic extrapolation operator for homogeneous media has been derived
in Wapcnaar et al. (1987). Here we give the operator coefficients in the rayparameter-
frequency domain. With the wave vector Q defined as

extrapolation to a different depth level is obtained by applying

Q(z2) = W(22,21)Q(21), (A.2)
where W is a 4 x 4 matrix
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Elastic two-way wavefield extrapolation operator
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Summary

A seismic wavetield that propagates through the Earth’s subsurface consists of P-
waves (with longitudinal particle motion) and two types of S-waves (with transversal
particle motion). To measure the vectorial seismic wavefield, multicomponent geo-
phones are used that record the wavefield in three orthogonal directions. With a
wavefield decomposition method, the recorded wavefield can be separated into up-
and downgoing wavefields as well as into - and S-waves at a certain depth level. The
wavefield decomposition procedure is basically a spatial convolution of a short filter
with the data. To perform a decomposition in this way only the medium parameters
at the considered depth level need to be known.

Wavefield decomposition can be used as a first step in the data processing sequence
for multicomponent seismic data. Data processing of the separated waves is easier
than full vector wavefield processing, and is less sensitive to errors in the macro
velocity model of the subsurface.

Earlier attempts of applying wavefield decomposition to multicomponent land seis-
mic data were complicated by the presence of an unconsolidated near-surface layer
(the so-called weathered layer), leading to low data quality and geophone coupling
problems. Ocean-bottom cable (OBC) data, where the source is at the sea surface
and the multicomponent geophones are put at the ocean-bottom, gives access to
high quality recordings of the seismic wavetield. However, application of waveficld
decomposition to OBC data is not straightforward, as the medium parameters just
below the ocean-bottom are unknown and measurement related issues remain, like
geophone coupling and cross-talk between the different geophone components.

To apply decomposition to field data an adaptive 5-stage decomposition scheme is
developed and optimized for OBC datasets from several different locations with wa-
ter depths in the order of 1200, 300 and 120 meters. In the adaptive decomposition
scheme the P- and S-waves are scparated from cach other (at the receiver side)
as well as the down- and upgoing wavefields. The adaptive decomposition scheme
makes use of the condition that no upgoing waves should be present in the downgo-
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ing wavefield and vice versa. As an example, the downgoing waves just above the
ocean-bottom contain the wave that propagates directly downwards from the source
and the waves that reverberate within the water layer. Examples of upgoing waves
just below the ocean-bottom are the primary reflections from deeper layers. By iden-
tifying such waves in the data and performing an optimization procedure such that
the above conditions are fulfilled, any unknown factors (relative coupling, medium
parameters) are estimated from the data itself. This adaptive procedure works best
for ocean-bottoms with a strong step-like contrast. For a case where the adaptive
decomposition scheme would have trouble, i.e. a thin sub-bottom layer, the analytic
expressions of a combined extrapolation and decomposition operation are derived
and inserted into the adaptive decomposition scheme. A decomposition result below
the thin layer can then be obtained. This is demonstrated with synthetic data.

The adaptive decomposition procedure is applied per receiver. The extension of
the method to a complete line of OBC data consists of a repeated application of
the procedure for a single receiver. The resulting decomposed upgoing P- and S-
wavefields are processed, yielding a poststack time migrated image of the subsurface.
Comparison with the images obtained from the original (i.e., not decomposed) mea-
surements shows that the decomposition leads to a strong attenuation of multiply
reflected events at the sea surface. However, it must be noted that the poststack time
section is just a possible way of displaying the decomposition results and as such
conceals other effects of wavefield decomposition as for example angle-dependent
amplitude effects.

Even though the wavefield decomposition has removed a lot of multiple events re-
flected downwards at the sea surface from the upgoing P- and S-wavefields, there
remain some surface multiples after decomposition. These events can be removed
by an adapted version of the surface-related multiple removal procedure, which has
been developed for regular streamer data. The extension to OBC data involves an
extra wavefield extrapolation from OBC measurements towards the sea surface. The
resulting multiple prediction operator data can then be used for removing the multi-
ples in all wave types. In practice considerable remaining surface multiple energy is
identificd in both the decomposed upoing P- and S-wavefields. The removal of this
energy is more evident on single receiver gathers than on poststack time migrated
sections of the subsurface.

After application of the wavefield decomposition and additional multiple removal
procedures, the data contain only events that are reflected at interfaces below the
ocean-bottom and can thus be further processed to a reliable image of the subsurface.

K. M. Schalkwijk




Samenvatting

Een golfveld dat zich door de aarde voortplant bestaat uit P-golven (et lon-
gitudinale deeltjesbewcgingen) en twee types S-golven (met transversale deeltjes-
bewegingen). Dit golfveld kan geregistreerd worden door gebruik te maken van
multi-componenten geofoons die in drie orthogonale richtingen meten. Door een
decompositic-algoritme toe te passen, kan het gemeten golfveld worden opgesplitst
in op- cn neergaande P- en S-golfvelden op een bepaalde diepte. Hiervoor is het vol-
doende de medium-parameters op de beschouwde diepte te kennen. Dit decompositie-
algoritme is in essentie een spatiéle convolutie van een kort filter met de data.

Golfveld-decompositie kan gebruikt worden als eerste stap in de dataverwerking van
multi-componenten seismische data. Het is eenvoudiger om de dataverwerking toe te
passen op de afzonderlijke golfvelden. Bovendicen is cen dergelijke procedure minder
gevoelig voor fouten in het macro snelheidsmodel van de ondergrond.

Eerdere pogingen om golfveld-decompositie toe te passen op multi-componenten
seismische land-data waren minder succesvol ten gevolge van de aanwezigheid van
een niet-geconsolideerde laag direct onder het oppervlak (de zogenaamde verweerde
laag). Deze laag zorgde voor een slechte kwaliteit van de data en veroorzaakte
problemen met de koppeling tussen de geofoon en de bodem. Acquisitie van seis-
mische data met geofoons op de zeebodem waarbij de seismische bron zich aan
het wateroppervlak bevindt, zorgt voor een hoge kwaliteitsopname van het seismi-
sche golfveld. Nochthans zijn er ook met deze methode problemen door onbekende
medium-parameters net onder de zecebodem, en door de imperfecte geofoonkoppeling
en de overspraak tussen de verschillende geofooncomponenten .

Om het decompositie-algoritme toe te passen op gemeten data is een adaptief 5-
staps decompositie-schema ontwikkeld en geoptimaliseerd voor zeebodem data op
verscheidene locaties met waterdieptes van 1200, 300 en 120 meter. In het adaptieve
decompositie-algoritme worden zowel de P- en de S-golven van elkaar gescheiden (bij
de ontvanger) alsook het op- en neergaande golfveld. Het adaptieve decompositie-
algoritme maakt alleen gebruik van de voorwaarde dat er geen opgaande golven
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aanwezig kunnen zijn in het neergaande golfveld en omgekeerd. Voorbeelden van
neergaande golven net boven de bodem van de oceaan zijn de directe golf die neer-
waarts propageert vanaf de bron en de weerkaatsingen van de directe golf in de water
laag. Voorbeelden van opgaande golven net onder de bodem van de oceaan zijn de
primaire reflecties van de diepere lagen. Door dergelijke golven in de data te iden-
tificeren en een optimalisatie-procedure uit te voeren zodanig dat aan de hierboven
vermelde voorwaarden voldaan wordt, kunnen alle onbekende factoren (relatieve
koppeling, medium parameters) geschat worden uit de data zelf. Deze adaptieve
procedure werkt het best voor zeebodems met een stapfunctie contrast. Wanncer de
adaptieve procedure geen goede resultaten levert, bijvoorbeeld wanneer een dunne
laag net onder de zeebodem aanwezig is, worden de analytische uitdrukkingen van
een gecombineerde extrapolatie- en decompositie-operatie afgeleid en ingevoerd in
het adaptieve decompositie-algoritme. Hiermee kan een decompositie-resultaat net
onder de dunne laag verkregen worden. Dit is aangetoond met synthetische data.

De adaptieve decompositie-procedure is toegepast per ontvanger. De uitbreiding
van deze methode naar een volledige lijn van zeebodem data wordt verkregen door
de procedure te herhalen voor elke ontvanger. Het verkregen resultaat kan ver-
werkt worden tot “poststack” tijd-gemigreerde beelden van de ondergrond. De
vergelijking van deze beelden met de originele beelden toont aan dat decompositie
leidt tot een sterke uitdoving van de meervoudige reflecties aan het wateroppervlak.
Merk op dat een poststack tijd-gemigreerd beeld slechts één mogelijke manier is om
de decompositie-resultaten voor te stellen; ze kan andere effecten van de golfveld-
decompositie verbergen, zoals bijvoorbeeld de hoek-afhankelijke effecten.

Hoewel de golfveld-decompositie reeds veel meervoudige oppervlakte-reflecties ver-
wijdert, blijven er nog een aantal aanwezig. Om deze reflecties te verwijderen, wordt
een procedure toegepast, vergelijkbaar met die toegepast wordt bij de verwerking van
marine seismische data. De aanpassing van deze procedure op de zeebodem data-
acquisitie, houdt een extra extrapolatie in van de zeebodem meting naar het wa-
teroppervlak. De resulterende operator om de oppervlakte-reflecties te voorspellen,
kan gebruikt worden om deze reflecties in alle golftypes te verwijderen. In de praktijk
is er een sterke hoeveelheid energie ten gevolge van meervoudige reflecties aan het
oppervlak waar te nemen in het P- en S-golfveld na decompositie. De verwijdering
van deze energie kan duidelijker geobserveerd worden op de metingen van individuele
ontvangers dan op de poststack tijd-gemigreerde beelden van de ondergrond.

Na toepassing van de golfveld-decompositie en de verwijdering van overblijvende
opperviakte-reflecties, bevatten de data enkel nog aankomsten van weerkaatsingen
aan grensvlakken onder de zeebodem, en kunnen dus verder bewerkt worden tot een
betrouwbaar beeld van de ondergrond.

K. M. Schalkwijk




Curriculum vitae

Karin Schalkwijk was born in San Diego, U.S.A., on June 14, 1972. She attended
secondary school at the Lorentz Lyceum in Eindhoven, where she reccived the 'Gym-
nasium diploma’ in 1990. In September of that year she started the study of Geo-
physics at the Utrecht University and received her M.Sc. degree ("doctorandus’) in
1996. Her M.Sc. thesis was on the "Use of scattered surface waves to detect shallow
buried objects’ and received the 1996 KNGMG Escher award for best Dutch M.Sc.
thesis within the carth sciences. In 1996 she joined the DELPII consortium at the
faculty of applied sciences at Delft University of Technology. From september 1996
to november 2001 she has been doing a Ph.D. research.














