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SUMMARY

Activities underground, such as gas extraction or fluid injection, can disturb the natural
stresses present and can cause human-induced earthquakes along pre-existing faults.
Even though they are related to engineering, these earthquakes are currently unpre-
dictable. Monitoring and understanding how these earthquakes occur are essential for
a safe use of the subsurface and to progress with mitigation measures and earthquake
forecasting.

Current monitoring relies on post-failure seismic recordings, emphasizing the need
for advancements in monitoring and forecasting techniques. Detecting stress changes
before seismicity (pre-failure) occurs allows for the timely implementation of mitiga-
tion measures. Active seismic monitoring methods have the potential to detect stress
changes early and as such precursory information that can improve the forecasting meth-
ods and models. However, there is still much to discover regarding the relationship be-
tween precursors and the underlying physics. In general, the common fault mechanisms
during the seismic cycle are well known. Initial stress build-up is followed by first slip in-
stabilities where the local stress exceeds the fault strength, leading up to a seismic event,
during which stress on the fault is released. However, robust and reliable predicting of
fault failure and the resulting earthquake has proven to be challenging even for reacti-
vating experimental faults in a controlled laboratory setting.

This thesis uses ultrasonic transmission measurements in laboratory rock mechanic
experiments, investigating the relation between seismic precursors and failure under
various stress and deformation scenarios to mimic different subsurface stress condi-
tions. The Red Felser sandstones used in this work originate from the Rotliegend for-
mation, which is the same formation as the Groningen reservoir sandstones. Time-lapse
monitoring is performed by analyzing the evolution of subsequent transmitted wave-
fields. Changes in velocity or attenuation between two consecutive wavefields are at-
tributed to structural changes in the rock samples caused by imposed stress changes.
By detecting these stress changes early, precursory signals to failure and fault reactiva-
tion are extracted. In seismics, the velocity of the first incoming waves is often used to
determine rock properties, however, these direct wave velocities can be insensitive to
small stress changes. Coda waves, scattering through the samples, show increased sen-
sitivity to subtle perturbations, such as small stress changes. Coda wave interferometry
and decorrelation are used to extract velocity changes and scattering information from
the coda. The evolution of these coda parameters and attenuation over time are used to
obtain precursory signals to failure.

Ultrasonic transmission measurements during the failure of Red Felser sandstones
are performed. By loading sandstones until they break, the changing ultrasonic param-
eters can be analysed. A clear dependence of ultrasonic parameters on (micro-) crack
growth leading to failure of sandstone samples is shown. A traffic light forecasting sys-
tem, based on ultrasonic transmission monitoring, is proposed for detecting upcoming
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x SUMMARY

failure in various subsurface conditions. This methodology is extended to monitoring
fault reactivation, by identifying precursory signals to stress-driven fault reactivation
from both both P- and S-waves monitoring. Sandstone samples, including a saw-cut
fault, are cyclically reactivated by increasing the stresses on the sample. The pre-slip
phase of fault reactivation is identified and linked to the physical processes of asperity
degradation and creep. Subsequently, acoustic emissions (AE) are recorded. The pre-
cursory signals from the active monitoring method occur earlier and are slightly more
sensitive to reactivation than the passive (AE) method, with the biggest advantage of be-
ing independent of the seismicity-generated movement along the fault.

The ultrasonic transmission method is further expanded to investigate fluid injection-
driven fault reactivation of smooth and rough fault planes. Stress variations in the sub-
surface are often caused by variations in pore fluid pressure, and by increasing pore pres-
sure in faulted sandstones fault movement is imposed. Analyzing the temporal evolution
of coda waves and seismic amplitudes, this work identifies stress changes on the fault
surface. It outlines the stages in the laboratory seismic cycle, serving as a basis for fore-
casting injection-induced fault-slip and establishes a link between seismic precursory
signals and the mechanisms of failure, indicating the destruction of fault plane asperities
(gouge formation) and the opening of the fault, resulting in decreased asperity contact.
It shows the sensitivity of velocity change obtained from coda wave interferometry dur-
ing the pre-slip phase and fault reactivation, especially in scenarios with a more complex
fault plane. However, as all compared attributes are derived from the same waveforms,
a combination of these properties demonstrates best that stress changes along the fault
can be inferred with greater accuracy. Consequently, this combined approach proves
useful for monitoring faulted or critically stressed reservoirs experiencing pore pressure
changes.

A first step in up-scaling the monitoring method is presented to verify analytical and
numerical models that suggest that fault reactivation in Groningen is initiated by the
growth of small slip patches nucleating on the corners of offset faults. A layered sample
with a displaced normal fault, designed to replicate Groningen’s faults, is employed to
investigate slip nucleation in a laboratory setting. Both stress and depletion cycles are
executed to induce fault instability and reactivation. With the ultrasonic transmission
method, these imposed stress changes can be monitored and possible (a-seismic) slip
patches are identified, highlighting the benefit of active monitoring.

This thesis demonstrates the monitoring potential of ultrasonic transmission mea-
surements and validates the method’s robustness by effectively detecting stress changes
leading to failure under various subsurface stress conditions. Emphasizing the signifi-
cance of coda waves and attenuation as precursors to stress changes and linking them
with physical processes within the sample this thesis contributes to an improved under-
standing of the relation between precursors and mechanisms of failure. The potential
to infer (aseismic) stress changes pointing toward seismicity from active ultrasonic cam-
paigns can be of added value to future monitoring and forecasting (models).



SAMENVATTING

De natuurlijke spanningen in de diepe ondergrond kunnen worden verstoord door be-
drijvigheid, zoals gasproductie, waterinjectie of ondergrondse CO2 opslag. Als dit ge-
beurt om en nabij bestaande breuken in de ondergrond kunnen deze activiteiten aard-
bevingen veroorzaken. Dit soort aardbevingen zijn momenteel nog zeer onvoorspel-
baar, ondanks dat deze worden veroorzaakt door engineering projecten. Het begrijpen,
waarom en hoe deze aardbevingen ontstaan en het monitoren hiervan is essentieel voor
een veilig gebruik van de ondergrond en belangrijk voor de implementatie van risico
beperkende maatregelen en aardbevingsvoorspellingen.

Het huidige monitoring stelsel is gebaseerd op het seismo-akoestische registreren
van aardbevingen, dus het meten nadat een beving is geïnduceerd. Verbetering in mo-
nitoringmethodes en modellen om aardbevingen te voorspellen is dus hard nodig. Door
drukveranderingen in de ondergrond te meten voordat een aardbeving is veroorzaakt, is
er mogelijk genoeg tijd om passende maatregelen te nemen. Actief seismisch monitoren
heeft het potentieel om drukveranderingen vroegtijdig te detecteren en deze metingen
kunnen als waarschuwingssignaal dienen en voorspellingsmethodes en modellen ver-
beteren. Hiervoor is wel nodig om de relatie tussen het waarschuwingssignaal en de
onderliggende natuurkunde te begrijpen.

Over het algemeen zijn de verschillende stappen van de seismische cyclus bekend.
Initiële spanningsopbouw wordt gevolgd door lokale instabiliteiten langs de breuklijn
waar de opgebouwde spanning groter is dan de breuk sterk. Dit leidt vervolgens tot
instabiliteit en beweging langs de gehele breuk en seismiciteit (de aardbeving) wordt
gegenereerd, waarbij de opgebouwde druk op de breuk wordt vrijgegeven. Echter het
betrouwbaar voorspellen van breuk beweging en de daaruit gegenereerde aardbevingen
is zeer moeilijk, zelfs het voorspellen van een in een laboratorium gemaakte aardbeving
in een gecontroleerde omgeving blijft een uitdaging.

In dit proefschrift worden laboratoriumexperimenten uitgevoerd waarbij ultrasone
transmissiemetingen door gesteentes worden gedaan. Hierbij wordt de relatie tussen
de seismische waarschuwingssignalen en het breken of schuiven van gesteente onder-
zocht. Verschillende druk en deformatie scenario’s, die de verschillende ondergrondse
spanningsomstandigheden nabootsen, zijn getest. De rode Felser zandstenen die in
deze experimenten zijn gebruikt komen uit de Rotliegend, dit is dezelfde formatie als
de zandstenen die de Groningen reservoir uitmaken. Door de opeenvolgende gezonden
golfvelden te analyseren wordt tijdsafhankelijke monitoring uitgevoerd. Snelheidsver-
anderingen of verandering in de demping van de gestuurde golven kunnen worden toe-
geschreven aan fysische veranderingen in de steenkernen, die zijn ontstaan door de op-
gelegde drukken. Door deze drukveranderingen vroegtijdig te detecteren, kunnen waar-
schuwingssignalen worden bepaald uit de tijdsafhankelijke analyse, die kunnen waar-
schuwen voor het breken van gesteente en de beweging van breuken.

xi



xii SAMENVATTING

Om de golfsnelheid en gesteente eigenschappen te bepalen wordt vaak de eerst bin-
nenkomende golf gebruikt, maar deze directe golfsnelheden zijn vaak ongevoelig voor
minieme drukveranderingen. De staart van de golf komt achter de eerst binnenkomende
golf aan en heet de coda-golf. Deze coda-golf wordt meerdere keren weerkaatst binnen
in een steenkern en is daardoor een stuk gevoeliger voor kleine veranderingen. Coda-
golf interferometrie en decorrelatie worden gebruikt om veranderingen in de snelheid
en de weerkaatsing van de coda-golf te bepalen. De tijdsafhankelijke evolutie van deze
coda-golfeigenschappen en de demping van de golven worden vervolgens gebruikt om
waarschuwingssignalen te bepalen.

Door zandsteenkernen te belasten tot ze breken, kunnen de veranderende gemeten
golfeigenschappen worden gekoppeld aan de deformatie van het gesteente, namelijk de
creatie en het groeien van (micro-) barsten, die uiteindelijk ervoor zorgen dat de zand-
steen breekt. Een vroegtijdige waarschuwingsmethode gebaseerd op de golfeigenschap-
pen is geïntroduceerd om te waarschuwen voor het falen van gesteente in verschillende
ondergrondse spanningsomstandigheden.

Deze waarschuwingsmethode gebaseerd op de veranderende golfeigenschappen is
uitgebreid naar het meten en monitoren van breukbewegingen gebruikmakend van zo-
wel compressiegolven (P-golven) als schuifgolven (S-golven). Beweging langs een breuk
is opgelegd door de druk cyclisch te verhogen op een doorgezaagde zandsteenkern. Het
voorstadium van breukbeweging kan worden geïdentificeerd uit specifieke kenmerken
in tijdsafhankelijke evolutie van de seismische data en kan vervolgens worden gelinkt
aan de fysische processen langs het breukvlak, zoals kruipbeweging en contactdegra-
datie. Daarnaast zijn ook akoestische emissie (AE) metingen gedaan. Hieruit kan wor-
den bepaald dat de waarschuwingssignalen uit de actieve monitoringmethode (ultra-
sone transmissiemetingen) eerder komen dan van de passieve methode (AE-metingen)
en dus gevoeliger zijn voor kleine drukveranderingen die tot breukbeweging leiden. Ook
heeft de actieve monitoringmethode het voordeel dat deze onafhankelijk is van seis-
misch gegenereerde beweging langs de breuk.

De ultrasone transmissie meetmethode is uitgebreid naar het detecteren van breuk-
beweging die door vloeistofinjectie is veroorzaakt. Dit is onderzocht voor beweging
langs zowel gladde als ruwe breukvlakken. Spanningsveranderingen in de ondergrond
worden vaak veroorzaakt door variaties in de vloeistofdruk in de poriën van een ge-
steente, dit is nagebootst door de vloeistof druk in een kern met een breuk te verho-
gen. Met de tijdsafhankelijke analyse van de coda-golven en golf amplitudes kunnen
de drukveranderingen langs de breuk in kaart worden gebracht. Aan de hand van deze
parameters kunnen de verschillende fases van de seismische cyclus worden vastgesteld.
Dit vormt de basis tot het voorspellen van breukbeweging en legt het verband tussen de
fysische mechanismes die tot breukbeweging leiden. Dit zijn het openen van de breuk,
wat leidt tot verminderd contact en het kapot maken van de zandkorrelcontacten, wat
zorgt voor slipvorming langs het oppervlak van de breuk. De resultaten laten zien dat
vooral de coda-golf gevoelig is voor de verandering langs de breuk in het voorstadium
tot beweging, zeker in het geval van een complex breukoppervlak. Echter, alle parame-
ters uit dezelfde golf zijn afgeleid, en met de combinatie van de verschillende parame-
ters kunnen de drukveranderingen langs de breuk nauwkeuriger worden bepaald. De
combinatie van kenmerken is dus zeer nuttig voor het monitoren van kritiek gespannen
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reservoirs (met breuken) die veranderingen in vloeistofdruk ondergaan.
Een eerste stap in het opschalen van de monitoringmethode wordt ook gepresen-

teerd. Deze stap is ontworpen om analytische en numerieke modellen te verifiëren in
een laboratoriumexperiment. Deze modellen suggereren dat de aardbevingen in Gro-
ningen ontstaan vanuit de hoekpunten van het gasreservoir daar waar breuken het re-
servoir doorkruisen. Een teststuk, met hierin een breuk die verschillende verschoven la-
gen doorkruist is ontworpen om de situatie in de Groningse ondergrond na te bootsen.
Om de breuk te laten bewegen is zowel de verticale druk als de vloeistofdruk cyclisch ver-
hoogd. Gebruik makend van de ultrasone transmissie meetmethode kan de opgelegde
drukverandering worden gevolgd en potentiële lokale instabiliteit langs het breukvlak
worden opgemerkt.

Dit proefschrift toont het potentieel van de ultrasone transmissie meetmethode. Ver-
anderingen in druk worden waargenomen voordat er breuk beweging plaatsvindt voor
verschillende ondergrondse spanningsomstandigheden. Het belang van de coda-golven
en de demping als waarschuwingssignalen wordt benadrukt samen met de mogelijkheid
om deze signalen te koppelen aan de fysische werkingen in de zandsteen teststukken.
Daarbij draagt dit onderzoek bij aan de relatie tussen de gevonden waarschuwingssigna-
len en de onderliggende natuurkunde, met als grote toegevoegde waarde dat deze me-
thode niet berust op het registreren van aardbevingen. De getoonde resultaten en de
gepresenteerde ultrasone transmissie meetmethode kunnen van grote waarde zijn voor
toekomstige (ondergrondse) monitoringsactiviteiten en in aardbevingsvoorspellingen.





1
INTRODUCTION

Climate change is becoming increasingly evident, showing accelerating ice melt, rising
sea levels, and record-breaking heat waves (Copernicus Climate Change Service, 2023).
With the aim of a net-zero carbon economy in the future and staying within the 1.5 de-
gree Celsius temperature increase, governments are shifting from fossil fuels towards
renewable energy sources. In the need to combat climate change, policymakers also
explore alternative uses of the subsurface (IPCC, 2023). While the subsurface previously
contributed primarily to the extraction of fossil fuels such as oil and gas, the focus shifted
towards the subsurface as a source of thermal resources, such as geothermal heating for
houses. Additionally, it offers potential for gas storage in porous reservoirs or geological
formations, such as underground CO2 (Bui et al., 2018) or hydrogen storage (Patonia &
Poudineh, 2023). To ensure the safety of these operations, it is crucial to understand the
subsurface and the impact of these subsurface activities on altering the present stress
conditions. A well-known example of subsurface activities gone wrong is the Groningen
gas production, where gas extraction led to differential stresses along pre-existing faults
in the subsurface resulting in induced seismicity in relatively densely populated areas.
This had a significant societal impact, leading to the closure of the gas field even be-
fore it was depleted. Another well-known case involves the geothermal project in Basel,
Switzerland, where a large earthquake was induced. This also resulted in stopping the
renewable energy project.

Understanding and monitoring the degree of induced stress changes are therefore
vital for the continuation of underground projects, especially when located near densely
populated areas, as is often the case with geothermal operations. Heat can not be trans-
ported over large distances and is therefore consumed locally. Monitoring is currently
either nonexistent or limited, often relying on seismometers to detect the seismicity as
it occurs. A clear disadvantage is that this recording happens after the fact, after all,
seismicity (or earthquakes) only happens due to instability in the subsurface caused by
stress changes along pre-existing faults. Ensuring the safe use of the subsurface requires
preventing these instabilities. Therefore, there is a need for a robust monitoring sys-
tem, capable of detecting stress changes before seismicity, with the ultimate future goal

1
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2 1. INTRODUCTION

of forecasting seismicity, enabling strategies such as adjusting production methods to
mitigate seismic events or providing warnings to the population.

While researchers have investigated earthquake rupture mechanisms for many years,
much remains unknown, and accurate forecasting remains elusive, making the occur-
rence of (induced) earthquakes unpredictable even in a laboratory setting. Various pre-
cursory signals have been identified in hindsight of earthquakes, such as precursory
foreshocks in the recent M7.8 Türkiye earthquake (Picozzi et al., 2023). The challenge
lies in the fact that different fault zones have distinct rupture mechanisms, and not ev-
ery sequence of (fore)shocks will lead to an earthquake. Active monitoring methods have
the potential to improve forecasting methods and models. To date, only limited studies
have been conducted in the field to identify precursory signals to earthquakes, therefore
there is still much to discover regarding the relationship between precursors and the un-
derlying physics.

In general, the common fault mechanisms occurring during the seismic cycle are
well known. This involves initial stress build-up followed by first slip instabilities there
where the local stress exceeds the fault strength, leading up to a seismic event, during
which stress on the fault is released. Generally speaking, stress changes can be inferred
by analyzing the change in acoustic or seismic velocity (Barnhoorn et al., 2018; Hall,
2009; Zhubayev et al., 2016). In particular, it has been shown that the coda of the acoustic
wave traveling through the medium is exceptionally sensitive to changes in the micro-
structure (Hadziioannou et al., 2009; Sang et al., 2020; Zotz-Wilson et al., 2019). However,
robust, reliable predicting of fault failure and the resulting earthquake has proven to be
challenging even for experimental faults under a controlled laboratory setting.

1.1. THESIS OBJECTIVES
The earthquakes in Groningen have highlighted the significant impact seismicity can
have on society and underscored the extensive gaps in our understanding of the sub-
surface. Despite being one of the best-monitored and most studied gas fields, much
remains unknown about how the (Groningen) subsurface responds to induced (local)
stress changes, making it challenging to forecast future induced earthquakes

Predicting the degree of induced stress changes, consequently, the potential onset
and exact location of failure and seismicity, is highly challenging. Developing effec-
tive techniques for monitoring these changes is crucial for better prediction and, con-
sequently, mitigation of failure and seismicity in the subsurface.

This requires more and better understanding of the onset of seismic activity in the
deep subsurface. Geophysical methods can be used for monitoring seismic velocities,
which provide insight into mechanical (rigidity, density, etc.) evolution (Schubnel et al.,
2006). This thesis aims to monitor local stress changes for forecasting by identifying key
precursory signals through active monitoring and improving the relationship between
these precursors and the mechanics of rock failure and fault reactivation.

This is realized by developing a robust active ultrasonic monitoring method in the
laboratory. Key parameters are derived from coda wave analysis and attenuation prop-
erties, analyzing the temporal evolution of the recorded ultrasonic waves. Precursory
indicators to the onset of material failure and fault reactivation under different subsur-
face stress conditions are identified and coupled with geomechanical processes within
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the samples. Upscaling within the laboratory is performed to investigate the effect of
increasing complexity on the obtained precursory signals

1.2. INDUCED SEISMICITY IN GRONINGEN
The gas reservoir in Groningen, known as the Groningen gas field, is located in the
Slochteren formation within the Upper Permian Rotliegend Group (de Jager & Visser,
2017). The gas in Groningen originates from the Carboniferous layers beneath the reser-
voir, and is trapped within the reservoir by the overlaying Ten Boer Claystone, which is
capped by a thick salt layer of the Zechstein Group (from tens of meters to more than a
kilometer) (de Jager & Visser, 2017; TNO & Ministerie van Economische Zaken, 2020; van
Thienen-Visser & Breunese, 2015). The reservoir depth ranges from about 2600 to 3100
meters (Burkitov et al., 2016; de Jager & Visser, 2017; TNO & Ministerie van Economische
Zaken, 2020; van Thienen-Visser & Breunese, 2015) and is characterized by numerous
normal faults with a predominant NNW-SSE trend, while others have orientations of E-
W or N-S (de Jager & Visser, 2017).

The first seismicity associated with the gas extraction in Groningen was recorded in
1991 (TNO & Ministerie van Economische Zaken, 2020; van Thienen-Visser & Breunese,
2015) (Figure 1.1). Since this first event, the number of seismic events has increased over
time with frequency and magnitude (van Thienen-Visser & Breunese, 2015), with the
largest event to date, the Huizinge earthquake of magnitude 3.6 on August 16, 2012 (TNO
& Ministerie van Economische Zaken, 2020; van Thienen-Visser & Breunese, 2015). Most
induced events recorded in Groningen are located in the middle of the gas field (KNMI,
2023). This is also the area with the largest amount of subsidence (Figure 1.2) (NAM,
2013, 2016; Pijnenburg, 2019). The subsidence at the surface is a result of compaction of
the reservoir due to the decrease in pore pressure and increase in effective vertical stress
caused by the gas extraction (Pijnenburg, 2019; van Thienen-Visser & Breunese, 2015).

Figure 1.1: Overview of the induced seismicity in the Groningen gas field. (a) Location and size of the seismicity
as reported by the KNMI (Royal Dutch Metrological Institute) on a map of the region. The grey lines indicate
the faults within the reservoir. (b) The seismicity and annual gas production over time. The dark solid line
shows the 5-year moving average of all M ≥ 1.5 events. The dark dashed line shows the annual gas production
from the Groningen field in billion cubic metres. (taken from Muntendam-Bos et al. (2022))

This compaction in the reservoir is not uniformly distributed over the reservoir (Fig-
ure 1.2) (NAM, 2016; Pijnenburg, 2019; TNO & Ministerie van Economische Zaken, 2020;
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van Thienen-Visser & Breunese, 2015; van Thienen-Visser & Fokker, 2017), due to the in-
ability of existing faults to move. The compaction on each side of the fault induces shear
stress changes along these faults and (Pijnenburg, 2019; van Thienen-Visser & Breunese,
2015) and when these shear stresses overcome the frictional forces of the fault, the fault
can slip (van Thienen-Visser & Breunese, 2015). The energy released during this slip can
then result in seismicity at the surface (Pijnenburg, 2019).

Studies have shown a relation between the gas extraction and seismic activity in
Groningen (Muntendam-Bos et al., 2022; Vlek, 2019) (Figure 1.1). Due to the increasing
number of seismic events and damage to buildings in Groningen the public concern has
grown and due to the increased societal impact over the years, the Dutch government
has changed its policy concerning gas extraction from the Groningen gas field (Vlek,
2019) and has decided the Groningen gas field will abandoned in October 2024 (Vijlbrief,
J.A., Staatssecretaris van Economische Zaken en Klimaat, 2023). Despite the seismicity
the Groningen gas field has provided large revenues for the Dutch government and a re-
mainder of about 25% of the initial gas reserve will remain in place (de Jager & Visser,
2017; Pijnenburg, 2019)

Figure 1.2: Map showing the location of the Groningen gas field. (a) Showing the extent of the gas reservoir,
the contours showing the measured surface subsidence in 2013 and the location of the induced earthquakes
scaled to magnitude. (b) Map showing the mean porosity of the Slochteren reservoir sandstone and the main
faults cutting the top of the reservoir. (taken from Pijnenburg (2019))

1.3. STRESS SENSITIVITY
Geophysical methods can be used for monitoring seismic velocities, which provide in-
sight into mechanical (rigidity, density, etc.) evolution (Schubnel et al., 2006). A num-
ber of geo-mechanical properties influence the propagation of elastic waves through a
medium. Structural characteristics, including, rock type, mineralogy, porosity, and fluid
type, but also environmental characteristics like effective stress (Hall, 2009), tempera-
ture (Snieder et al., 2002) and saturation (Grêt et al., 2006b) change the elastic moduli
and thus influence the propagation (Hall, 2009). Stress changes can be quantified by
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analysing the change in acoustic or seismic velocity change (Xie et al., 2018).
For intact rocks, it has been shown that seismic velocities change in response to

stress, for example, due to compression of the rocks (Winkler & Nur, 1979). Increas-
ing stresses on a rock sample cause closure of existing pore space, such as micro-cracks,
this closure leads to an increase of seismic velocity, measured by the arrival time of the
first P- or S-waves. The opposite, the creation of micro-fractures causes these velocities
to drop (Barnhoorn et al., 2018; Sang et al., 2020). Despite the clear stress dependence
of seismic velocities, inferring changes within a medium using direct waves can be am-
biguous as they travel directly and hence sample the rock sample once (Figure 1.3). Re-
search has shown that direct waves do not sample first (micro-) crack formation (Sang et
al., 2020), whereas coda waves, which scatter through a medium (Figure 1.3), can detect
small changes due to stress (Sang et al., 2020; Zotz-Wilson et al., 2019).

Figure 1.3: Schematic of the travel path of the first arrivals (yellow) and the scattered path of coda waves (red)
under different stresses. Showing first arrivals sample the defects either once or not at all while coda waves
sample the entire medium, increasing its sensitivity to small changes in the medium. (Taken from Sang et al.,
2020)

1.4. CODA WAVE INTERFEROMETRY
The coda of a wave is the tail of wavelet recorded after the arrival of the direct waves
(Aki & Chouet, 1975; Grêt et al., 2006b), this is visualized in Figure 1.4. The coda con-
sists of multiply scattered waves (Snieder, 2006), by scattering within the medium it has
sampled the (disturbed) medium multiple times (Figure 1.5) (Grêt et al., 2006a, 2006b;
Snieder, 2006). Small changes therefore may be undetectable in direct waves but are am-
plified by the repeated sampling and thus detected by the coda (Grêt et al., 2006a, 2006b;
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Snieder, 2006). Coda Wave Interferometry (CWI) tries tot obtain the average change in
the scatter locations as a result of changes in medium. The changes in the medium are
estimated by comparing the wave before and after the change (Snieder, 2006) by means
of correlation.

Figure 1.4: Different wave arrivals. The first arrival is the direct P-wave (tP ), followed by the direct S-wave (tS ).
The tail of the wavelet is called the coda.

The theory of CWI as presented by Snieder (2006) states that the unperturbed wave-
field uu(t) can be written as a sum of all possible paths (P ) the waves can travel through
the medium, where t is time and AP (t) is the wave along travel path P :

uu(t ) =∑
P

AP (t ). (1.1)

Each scatterer in the medium is assumed to have stationary properties. Therefore,
the scatterer does not change its size, shape, density, and velocity. Additionally, the dis-
tance between the individual scatterers is assumed to be much larger than the dominant
wavelength (l » λ). The major differences between the wavefields, when the medium
changes over time, are the arrival times of the waves propagating along each travel path
P . The perturbed wavefield up (t) can thus be represented as

up (t ) =∑
P

AP (t −δtP ), (1.2)

where δtP is the travel time change along the path P . This implies that the per-
turbed wavefield shows only a change in time and does not change the dispersion of the
wavefield. By comparing the wave fields the variations in the medium can be assessed.
The cross-correlation coefficient is a common method to quantify these variations. The
cross-correlation coefficient (CC) for a time window of width 2tw and centered around
time tk is given by

CC (ts ) =
∫ tk+tw

tk−tw
uu(t )up (t + ts )d t√∫ tk+tw

tk−tw
u2

u(t )d t
∫ tk+tw

tk−tw
u2

p (t )d t
. (1.3)

The cross-correlation coefficient (CC) reaches its maximum if the travel time pertur-
bation δt across all possible perturbed paths P is
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Figure 1.5: Effect of perturbation in subsurface on coda wave. (a) A small velocity change in the medium results
in (b) a phase shift in the coda . (c) A structural change results in (d) a different scatterer patterns in the coda.
(based at Obermann and Hillers, 2019)

δt = ts . (1.4)

The velocity change can be written as the average slope of δt versus t , assuming the
time shift is constant in the considered time window, as follows:

δv

v
=−δt

ts
. (1.5)

To investigate the changes in material scattering, the decorrelation coefficient (K) is
determined. The method of coda wave decorrelation (CWD) introduced by Larose et al.,
2010 is based on the theory of Snieder, 2006. The decorrelation coefficient is formulated
as

K (ts ) = 1−CC (ts ) = 1−
∫ tk+tw

tk−tw
up j−N (t )up j (t + ts )d t√∫ tk+tw

tk−tw
u2

p j−N
(t )d t

∫ tk+tw
tk−tw

u2
p j

(t )d t
, (1.6)

where N is the number of measurements the reference wavefield up j −N (t) is lagging
behind the to-be-correlated wavefield up j (t). For continuously monitoring the evolving
scattering medium, a moving reference wavefield is used (c.f. Grêt et al., 2006b; Zotz-
Wilson et al., 2019). The decorrelation coefficient K is related to the changes in material
scattering due to the addition or removal of scatter(ers) in the medium (Planès et al.,
2014, 2015). The coda waves seem random due to the complex paths they take through
the medium, but the changes they are subjected to are strongly related to the position
and strength of the material changes in the medium (Planès et al., 2014). The scattering
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in a medium along the transport mean free path l can be described using the cross-
sectional area of a single scatterer Va and the density of scatterers ρ (Planès et al., 2014).
The total scattering coefficient, as described by Aki and Chouet, 1975, is given by

g0 = ρVa = l−1. (1.7)

Following the theory of Aki and Chouet, 1975, the coda decorrelation can be rewrit-
ten in terms of the scattering coefficient (g0) between a perturbed (p) and unperturbed
(u) medium (Zotz-Wilson, 2020).

K (t ) = v0

2
t |∆g0p−u |, (1.8)

where K (t ) is the theoretical decorrelation coefficient, t the time in the coda, and v0

the velocity in the medium. Using a rolling reference (N=1), the changes in the absolute
value of |g0| are monitored as a rate of change (e.g., Zotz-Wilson, 2020).

1.5. MOHR-COULOMB FAILURE CRITERION
Fractures can form due to changes in both stress states and fluid pressures. During stress
increase of the sample, micro-fractures can form anywhere throughout the sample when
stresses exceed the yield strength of the rock. From the onset of faulting, micro-fractures
grow and start to connect in a narrow band, which can develop into a shear rupture plane
(when testing with confining pressures) and leads to failure of the sample (Zhang & Li,
2019). After failure of the sample, only frictional sliding along the formed shear plane
occurs (Zhang & Li, 2019).

Laboratory experiments often are performed using conventional triaxial testing where
the σ1 > (σ2 = σ3). This is under the assumption σ2 has little effect on the failure char-
acteristics like in the Mohr-coulomb failure criteria (Haimson & Rudnicki, 2010). The
Mohr-Coulombs theorem describes the compressive stress σ1 required to cause failure
at a confining stress σ3 (Labuz & Zang, 2012). The curve enveloping all Mohr-circles, the
failure envelope, corresponds to the critical stress states causing failure. The theorem
describes that the intermediate principal stress σ2 is not expected to affect the failure
onset. Morh-Coulomb can also predict the angle of the formed fault plane. The normal
vector of the failure plane makes an angle of β with the direction of the maximum stress
(Jaeger et al., 2009). The Mohr-Coulomb criterion often used to describe shear failure in
rocks is as follows (Kang et al., 2019);

τ=C +σn tanφ (1.9)

where τ is the shear strength,σn the normal stress acting on a fault, C is the cohesion,
φ the angle of internal friction.

From the Mohr diagram the failure criterion can be derived using the principal stresses
(σ1 >σ3) (Labuz & Zang, 2012):

σn = 1

2
(σ1 +σ3) − 1

2
(σ1 −σ3)sinφ (1.10)

and
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τ f =
1

2
(σ1 −σ3)cosφ (1.11)

When a fault is present, the equation 1.9 describing Mohr-Coulomb failure can be
rewritten as function of friction along the fault (Kang et al., 2019), often assuming no
cohesion along the fault (c f = 0).

τ=µσ′
n =µ f (σn −P f ), (1.12)

where µ is the friction along the fault interface, τ the shear stress, σ′
n the effective

normal stress and σn the normal stress and P f the pore pressure. Fault reactivation can
occur when the pore pressure increases to the critical pressure, or stress change on the
fault (Jaeger et al., 2009; Kang et al., 2019) (see Figure 1.6).

Figure 1.6: Illustrations explaining the Mohr-Coulomb theorem. a) The Mohr-Coulomb failure criterion b)
Increasing stress can cause failure along fault plane as well as c) increasing pore pressure result in failure along
the fault plane. Illustration is showing that, according to the Mohr-Coulomb hypothesis intermediate stressσ2
has no influence on the onset of failure. σ1, σ2, and σ3 are the principal stresses, c f the cohesion of the fault
and β the angle of the failure plane
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1.6. OUTLINE
The thesis is composed of the following chapters:

• Chapter 2: Forecasting of rock failure in the laboratory using active acoustic moni-
toring methods
In this chapter, I propose a traffic light forecasting system for rock failure using ul-
trasonic monitoring. Combining coda wave interferometry and attenuation prop-
erties to analyze the temporal evolution of the recorded ultrasonic seismic waves,
the onset of rock failure can be robustly detected and upcoming failure foreseen.
This system is applicable for forecasting failure at various subsurface stress condi-
tions, aiding in the better prediction of small stress-induced changes in the sub-
surface and, consequently, the mitigation of failure and natural hazards.

• Chapter 3: Precursory signals to the onset of laboratory stress-driven fault slip through
acoustic monitoring
In this chapter, I investigate the robustness of the monitoring method to stress-
driven fault reactivation and explore the differences between P- and S-wave moni-
toring under various subsurface stress conditions, demonstrating the sensitivity of
the coda wave to the onset of fault reactivation. The precursory signals obtained
from acoustic monitoring are connected to creep and pre-slip process along the
fault plane before fault reactivation. A clear correlation between the stress state
along the fault and the precursory signals is shown.

• Chapter 4: Active and passive monitoring of fault reactivation under stress cycling
In this chapter, I combine both active and passive monitoring, demonstrating the
complementary value of both methods. Active ultrasonic transmission measure-
ments are analysed using coda wave interferometry and compared to acoustic
emission recordings generated by fault reactivation and movement. This inte-
gration enhances the accuracy of monitoring and can lead to better seismic risk
mitigation, particularly in monitoring faulted or critically stressed reservoirs un-
dergoing cyclic stress behavior.

• Chapter 5: Precursory signals to injection induced fault reactivation
In this chapter, fault reactivation and slip are monitored by identifying precur-
sors from the temporal evolution of ultrasonic seismic waves and to understand
the connection between precursors and mechanisms of failure. The results of
injection-driven reactivation of fault experiments in combination with continuous
active ultrasonic monitoring are presented. Fluid pressure is increased cyclically
and stepwise to induce slip on the critically stressed saw-cut and in-situ faulted
permeable Red-Felser sandstones. The various reactivation phases of the seismic
reactivation cycle can be identified from the precursory signal for the reactivation
of both smooth and rough fault planes.

• Chapter 6: Monitoring stress variations in layered offset samples in a true triaxial
setting.
In this chapter, the results of upscaled experiments are shown. By increasing the
sample size, a complex geometry, including layers and an offset faulted reservoir,
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can be tested. A combination of active (ultrasonic transmission measurements)
and passive (acoustic emissions) monitoring is used to monitor stress changes
within the sample due to cyclic stress and pore fluid variations. Coda wave decor-
relation is used to show the variation in different stress directions and shows sen-
sitivity to local stress variations along the fault plane.

• Chapter 7: Conclusions and future outlook
In this chapter, a summary of the main findings presented in this thesis is given.
Additionally, recommendations for future research are given.

• Appendix A: Additional data large scale experiments
In this appendix, additional figures and pictures featuring the laboratory setup are
shown for chapter 6.

• Appendix B: Data availability.
In this appendix, the links to the data at the 4TU.ResearchData repository are
listed. This data includes the loading data and waveforms acquired during experi-
ments in the laboratory facilities at TU Delft.
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2
FORECASTING OF ROCK FAILURE IN

THE LABORATORY USING ACTIVE

ACOUSTIC MONITORING METHODS

Predicting stress changes in the subsurface leading to failure or seismicity remains chal-
lenging. Developing a robust monitoring method can help the prediction and thus mit-
igation of natural hazards. Ultrasonic transmission experiments were performed on Red
Felser sandstones to investigate the forecasting potential to failure at different confining
pressures. The forecasting potential for failure of the energy of the direct and coda wave,
the transmissivity, Q-factor, coda wave decorrelation coefficient, and velocity change by
coda wave interferometry are investigated and compared. Our results show the failure of
the tested samples can be forecasted from 40 to 70% of the failure point. Small differences
are visible in the precursors between the tested confining pressures, but as the trends are
very similar, a robust prediction of failure can be made by combining the various anal-
ysis techniques. In this chapter, we propose a traffic light forecasting system using active
acoustic monitoring which is applicable for forecasting failure at various depths and or
stress conditions, for a better prediction of small stress-induced changes in the subsurface
and thus mitigation of failure (and seismicity) in the subsurface.

This chapter has been submitted and is accepted as Veltmeijer, A., Naderloo, M. & Barnhoorn, A. Forecasting
of Rock Failure in the Laboratory using Ultrasonic Monitoring Methods. Geomechanics and Geophysics for
Geo-Energy and Geo-Resources, a pre-print is available at ESS Open Archive. Minor modifications have been
applied to keep consistency within this thesis
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2.1. INTRODUCTION
Natural hazards, such as earthquakes or landslides, can cause much damage. These
events often result from precursory stress changes in the medium or along fault zones.
Predicting the degree of these stress changes, and as a result, the potential onset and
exact location of failure or seismicity remain very challenging.

Developing a robust method that can monitor these stress changes is crucial for a
better prediction and thus mitigation of failure and seismicity in the subsurface. To
monitor the physical properties of the subsurface, remotely and non-destructively, geo-
physical methods can be used. Monitoring the seismic velocities provides insight into
mechanical (rigidity, density, etc.) evolution (Schubnel et al., 2006). A number of geo-
mechanical properties influence the propagation of elastic waves through a medium.
Structural characteristics, including rock type, mineralogy, porosity, and fluid type, but
also environmental characteristics like effective stress (Barnhoorn et al., 2018; Hall, 2009;
Sang et al., 2020; Zhubayev et al., 2016), temperature (Snieder et al., 2002), and degree
of saturation (Grêt et al., 2006b) change the elastic moduli and thus influence the wave
propagation (Hall, 2009). The stress changes can be quantified by analyzing the change
in acoustic or seismic velocity (Sang et al., 2020; Xie et al., 2018). Stress changes in the
subsurface can cause micro-crack formation. This crack damage can lead to a decrease
in elastic wave velocities (Barnhoorn et al., 2018; Sang et al., 2020), shear wave splitting
(Crampin & Chastin, 2003; Peacock et al., 1988), and in the development of anisotropy
(Schubnel et al., 2006; Zhubayev et al., 2016). However, the sensitivity of seismic wave
velocity to stress changes in rocks is low (Barnhoorn et al., 2018; Grêt et al., 2006a, 2006b;
Nur, 1971) and detection of temporal variations is therefore difficult (Grêt et al., 2006a;
Niu et al., 2003). By analyzing the direct arrivals, dispersion envelope, the coda wave
or attenuation (Q-factor), stress changes in the subsurface can also be monitored (Barn-
hoorn et al., 2018; Grêt et al., 2006b; Hall, 2009; Liu et al., 2022; Sang et al., 2020; Schubnel
et al., 2006; Snieder et al., 2006; Xie et al., 2018; Zhubayev et al., 2016).

The coda wave can be used to monitor small changes in a medium, since it scatters
throughout the rock and samples a disturbed region more than a direct wave (Snieder,
2006). Therefore, small changes, like micro-crack damage, which may be undetectable
in direct waves, are amplified by repeated sampling and detected by the coda. Coda
waves are used in many applications, such as monitoring of fault zones (Niu et al., 2008;
Poupinet et al., 1984), volcanoes (Grêt et al., 2005; Snieder et al., 2006), the integrity of
concrete (Deroo et al., 2010; Niederleithinger et al., 2018), temporal changes in the sub-
surface and in-situ stress (Grêt et al., 2006a, 2006b), or to monitor velocity changes in
laboratory experiments (Hadziioannou et al., 2009; Liu et al., 2022; Sang et al., 2020;
Zotz-Wilson et al., 2019) and to locate these (Larose et al., 2010; Planès et al., 2015; Ros-
setto et al., 2011; Snieder & Vrijlandt, 2005).

So far, laboratory studies on investigating changing rock properties have been un-
confined uni-axial compressive strength experiments. Zotz-Wilson et al. (2019) and Liu
et al. (2022) showed the use of coda wave interferometry to detect the yield point failure.
Sang et al. (2020) did similar work, but also investigated S-waves and concluded that
these showed higher sensitivity to structural changes in the rock samples. Barnhoorn
et al. (2018), and Zhubayev et al. (2016) showed that attenuation factor Q can be used to
describe the start of fracture formation in similar experiments. To investigate the appli-
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cability of these properties under confinement, we use S-waves to monitor the structural
changes within the evolving medium in triaxial experiments to show both coda wave in-
terferometry and attenuation properties can be used for forecasting the failure of rock
samples in the laboratory.

2.2. METHODS

2.2.1. EXPERIMENTAL PROCEDURE

Shear wave propagation is influenced by changes in density and elastic moduli caused
by structural changes due to deformation. We show different applications of ultrasonic
transmission measurements to monitor the structural changes within a Red Felser sand-
stone sample. These sandstones are used as an analog for Groningen reservoir rock and
the properties of the individual sample are listed in Table 2.1. The porosity was deter-
mined to be between 22% and 25%, using a gas expansion (Helium) pycnometer. The
samples have a fairly homogeneous composition of 89% quartz, 6% orthoclase (Eradus,
2019) (Figure 2.1h to k). Used are cylindrical core samples with a diameter of 30± 0.5 mm
and 60 ± 2 mm length, such that the length/diameter ratio is 1:2. A total of 8 uni-axially
deformation experiments are performed at different confining pressures ranging from
2.5 to 40 MPa and one UCS experiment (or 0 MPa confining pressure) (Figure 2.1a to
g). Simultaneously to the loading of the rock, ultrasonic transmission measurements are
done. This combined setup enables us to measure the wave properties under changing
stress conditions.

The triaxial experiments are conducted using a Hoek-cel (Figure 2.2) which was placed
in a homemade uniaxial loading frame with a 500 kN loadcell. Confining pressure was
maintained using an ISCO pump model 100DM. The experiments are performed on
vacuum-saturated samples at room temperature. First, the samples are hydrostatically
brought up to the confining pressure in steps of 1 MPa. After reaching the desired confin-
ing pressure, it is then set constant for the entire experiment. The samples are deformed
at a constant strain rate of 0.005 s−1. The shortening of the sample is recorded with two
Solartron AX/1/S linear variable displacement transducers (LVDT’s) and is corrected for

Table 2.1: Summary of the Red Felser samples, confining pressure Pc , porosity φ, length L, diameter D, and
Young’s Modulus E, which is calculated from the stress-strain relationship. All samples were water-saturated.

Sample Pc [MPa] φ [%] L [mm] D [mm] E [GPa]
RF610 0 23.35 60.30 29.75 8.60
RF613 2.5 23.48 60.25 29.65 9.79
RF28 5 23.44 60.60 29.65 10.83
RF23 10 24.94 61.70 29.65 12.44
RF68 20 23.82 61.65 29.65 15.94
RF614 20 22.72 60.40 29.55 13.39
RF69 40 22.20 60.35 29.70 13.74
RF615 40 23.25 60.55 29.75 13.44
AL ref 10 & 20 0 60 30 75
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machine deformation. The axial stress was measured using a load cell positioned above
the sample (Figure 2.2).

The ultrasonic transmission measurements are performed using two S-wave trans-
ducers, with a peak operating frequency of 1 MHz. An Agilent 33210A waveform gener-
ator generated the waveforms which were amplified by an RF Power amplifier, sent and
received using Olympus 1MHz/.5” v153 transducers, and finally recorded using a Yoko-
gawa DL9240L oscilloscope. The two axial transducers are integrated into the pistons
in the loading system with a source at the top and receiver at the bottom, such that the
polarization of the shear source and receiver transducers was always aligned. The ultra-
sonic transmission signals are recorded every 10 seconds for 100µs and are a stack of 256
(S-) waves to increase the signal-to-noise ratio. The ultrasonic transmission monitoring
started immediately after starting the deformation and continued during the whole du-
ration of the deformation experiment.

2.2.2. DATA ANALYSIS

To monitor the onset and development of fracturing within the rock the coda wave and
the attenuation of the recorded waves are investigated. The coda wave is used to moni-
tor the change in scattering properties, while the Q-factor, energy, and transmissivity are
all a proxy of attenuation. Coda Wave Interferometry (CWI) is used to monitor the veloc-
ity change between two recorded waves. Comparing the consecutive wavefields is done
with a cross-correlation (CC) (Figure 2.3), for a time window of width 2tw and centered
around time tk , and reaches its maximum if the travel time perturbation δt across all

Figure 2.1: Pictures of the fractured rock samples in a to g, from left to right fractured with 0 to 40 MPa confining
pressure. In a. sample RF610, b. sample RF613, c. RF28, d. RF23, e. RF14, f. sample RF68, g. sample RF69.
CT images of sample RF614 in h to k made by CoreTOM microCT scanner in h a volume representation of
the sample with a resolution of 73.7 µm and in i YZ slice with a resolution of 73.7 µm. j and k show a higher
resolution zoom on the fracture and the grains in the sample with a resolution of 12.2 µm. In j a YZ slice, and
in k a XY slice.
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Figure 2.2: Schematic illustration of instrumented Hoek cell with S-wave transducers integrated into the pis-
tons (not to scale). The shortening of the sample was recorded with two linear variable displacement trans-
ducers (LVDT’s), which record the total (vertical) movement of the loading plate. The axial stress was measured
using a load cell.

possible perturbed paths P is δt = ts . Assuming the time shift is constant in the consid-
ered time window, the relative velocity change (d v/v) can be written as δv/v =−δt/t .

In addition to the velocity change, the decorrelation coefficient is determined to in-
vestigate the changes in material scattering (Planès et al., 2014, 2015). The method of
Coda Wave Decorrelation (CWD) introduced by (Larose et al., 2010) is based on the the-
ory of (Snieder, 2006). The decorrelation coefficient K between the perturbed (up ) and
unperturbed wavefield (uu), also described in (Zotz-Wilson et al., 2019), is formulated as

K (ts ) = 1−CC (ts ) = 1−
∫ tk+tw

tk−tw
up j −N (t )up j (t + ts )d t√∫ tk+tw

tk−tw
u2

p j −N (t )d t
∫ tk+tw

tk−tw
u2

p j
(t )d t

. (2.1)

To monitor the changing medium, a moving reference wavefield u(p j −N )(t ) is used,
where N is the number of measurements the reference wavefield is lagging behind the to-
be correlated wavefield up j (t ) (Figure 2.3B). While the coda waves seem random due to
the complex paths they take through the medium, the changes they are subjected to are



2

20 2. FORECASTING ROCK FAILURE

strongly related to the position and strength of the changes in the medium (Planès et al.,
2014). K is related to the changes in material scattering due to the addition of scatterers
(Planès et al., 2014, 2015), such as the addition or removal of fractures. The scattering in a
medium along the transport mean free path l can be described using the cross-sectional
area of a single scatterer Va and the density of scatterers ρ (Planès et al., 2014). The total
scattering coefficient as described by (Aki & Chouet, 1975) is given by g0 = ρVa = l−1.
Following the theory in (Aki & Chouet, 1975), we can rewrite the coda decorrelation in
terms of the scattering coefficient (g0) between a perturbed (p) and unperturbed (u)
medium (Zotz-Wilson, 2020).

K (t ) = v0

2
t |∆g0p−u |, (2.2)

where K (t ) is the theoretical decorrelation coefficient, t the time in the coda and v0

the velocity in the medium. Using a shifting reference, the changes in the absolute value
of |g0| are monitored as a rate of change (Zotz-Wilson, 2020). In these deformation ex-
periments, the change in scattering is mostly attributed to the closure or formation and
growth of micro-fractures. Closure of pre-existing pore space (such as micro-fractures)
and compaction of the medium cause a reduction in the scattering cross-sectional area
and thus a reduction in K. During compaction and closure of pre-existing pore space, the
attenuation is expected to decrease, and energy and transmissivity to increase. The for-
mation of micro-fractures, leading to failure, results in an increase in the total scattering
cross-section σ and the number density of scatterers ρ, both contributing to an increase
of the total scattering coefficient.

The formation and growth of micro-fractures increase the attenuation and cause the
waves to lose energy and increased arrival time. The ultrasonic attenuation is deter-
mined using the laboratory method by (Toksoz et al., 1979) also described in (Barnhoorn
et al., 2018; Zhubayev et al., 2016) by comparing the rock sample to an aluminium refer-
ence. Assuming a constant Q, the spectral ratio is written as

ln
A1

A2
= (β2 −β1)x f + ln

G1

G2
, (2.3)

where Ai is the Fourier amplitude, f is the frequency, x is the propagation distance
and Gi is a scaling factor for spherical spreading independent of frequency. i = 1 refers
to the aluminium reference and 2 to the rock sample. βi is related to the quality factor
by

Qi = π

βi v
, (2.4)

where v is the P- or S- velocity. β1 is very small compared to β2, due to the very
low attenuation of the aluminium and is henceforth ignored. The energy of waves can
be a good method for crack monitoring (Mi et al., 2006; Michaels et al., 2005) and is
approximated as E(σ) = ∫ t1

t2
u2(t ;σ)d t , where u(t ;σ)is the recorded waveform (Khazaei

et al., 2015; Mi et al., 2006; Michaels et al., 2005; Sagar, 2009). The transmitted wave
amplitudes are defined as T = |Amax | (Shreedharan et al., 2021), which is the maximum
amplitude of the recorded S-wave (Figure 2.3A).
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Figure 2.3: Showing recorded transmission wavelets.A showing the arrival times of P-wave (tP ), S-wave (tS ),
and the start of the coda (tcod a ). The range used for the energy calculation is indicated for the energy of the
total- and coda wave as well as the maximum amplitude for the transmissivity. B shows a part of the coda of
three wavelets. Where up j is the to-be correlated wavefield and is lagging behind the reference wavefield by

N=2 and N=10.

2.3. RESULTS

The deformation of rock samples in the laboratory is commonly characterized into 5
stages: crack closure, the elastic stage, stable crack growth, unstable cracking, and rock
failure (Bieniawski, 1967; Eberhardt et al., 1999; Zhou et al., 2018). The stress-strain
curves obtained by triaxial testing at the defined confining pressures (Figure 2.4A) show
a non-linear increase at low stresses caused by the initial setting of the machine, elastic
compaction of the rock, and closure of existing pore space e.g. the closure of micro-
cracks pre-existing in the sample (Bieniawski, 1967; Eberhardt et al., 1999; Walsh, 1965;
Zhou et al., 2018). This is followed by an elastic (reversible) deformation stage, where a
linear stiffening of the rock matrix is expected, visible as a constant gradient in the stress-
strain curves. After the elastic stage, the stress-strain curve shows non-linear behaviour,
indicating the formation of the first micro-fractures (Barnhoorn et al., 2010). The crack
formation continues until the stresses drop drastically, indicating the failure of the sam-
ple. Increasing the confining pressure leads to an expected increase in the maximum
strength and Young’s modulus of the sample.

During the deformation of the sample, ultrasonic transmission measurements were
performed (Figure 2.5). Coda wave decorrelation (CWD) was used to monitor structural
and velocity changes in the medium (Figure 2.4C,D), following the results of Zotz-Wilson
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Figure 2.4: The stress - strain, and seismic parameters during deformation experiment for all confining pres-
sures. A showing the stress-strain relations. B showing the evolution of the attenuation 1/Q during defor-
mation. C and D show the evolution of the decorrelation coefficient K for the lower and higher confining
pressures. E shows the cumulative velocity change [dv/v]sum . F shows the evolution of the transmissivity T,
normalized to the maximum of each experiment for better comparison. G and H show the energy of the full
wave ET and energy of the coda EC , respectively. The values of each are normalized to their max for better
comparison.
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Figure 2.5: First 0.25ms of all the recorded S-waves during the uni-axial 10 MPa confining pressure compres-
sion experiment. The waveforms are recorded every 10 seconds and are a stack of 256 S-waves.

et al., 2019. K shows an average of 10 independent correlation windows (2.7I,J), with the
first starting at twice the S-arrival time (tcod a = 2∗ tS ) (Fehler et al., 1992; Pujades et al.,
1997), in total the coda windows span 0.84ms. Using a shifting reference, the decor-
relation coefficient K is a measure of change in the absolute value of |g0|, therefore, a
decreasing trend indicates a reduction in the scattering of the waveform compared to
its previous. A reduction is visible at the start of the experiments for each tested confin-
ing pressure (Figure 2.4C,D). This reduction is followed by a plateau of limited change in
K, with thereafter an increase indicating an increasing scattering coefficient, during the
deformation stage of formation and growth of (micro-) fractures.

Additionally to K, the velocity change during the experiment was determined using
coda wave interferometry (CWI). The CWI, using a shifting reference, gives the rate of
change in velocity, by cumulative summation of the average relative velocity change, the
velocity change during the experiment is obtained (Figure 2.4E). This shows a parabolic
trend indicating the compaction and formation and growth of (micro-) fractures during
the experiments. Similar parabolic trends can be seen in the energy and transmissivity
data (Figure 2.4F,G,H)., where the initial increase can be explained by the compaction of
the rock matrix and the following decrease by the formation of micro-fractures (Shah &
Hirose, 2010; Zotz-Wilson, 2020; Zotz-Wilson et al., 2019). Additional to the energy and
transmissivity, the evolution of the ultrasonic attenuation (Figure 2.4B) and frequency
content of the waveforms provide insight into the deformation of the sandstones.

The energy of waves can be attenuated by fractures in the rock sample. Changes in
the ultrasonic transmission waveforms are detected when the attenuation effects due to
fracture formation are larger than the compaction and shortening effects due to load-
ing. During loading, the samples are subjected to a constant strain rate. This results in
shortening and compaction and causes a shorter direct travel path, as well as a faster
path, due to increased velocity, for the transmitted waves. Together with the closure of
pre-existing pore-space in the rock matrix these result in an increase in energy, trans-
missivity, and relative velocity (Figure 2.4E to H). The fractures induced by this contin-
ued deformation reverse this effect, decreasing the velocity of the matrix and increas-
ing attenuation causing the waves to lose energy and arrive at an increased arrival time.
The competition between these factors results in the parabolic trends of transmissiv-
ity, velocity change, and energy. The vertex of these parabolas, the change from an in-
creasing to decreasing trend, is around the point the gradient of the stress-strain curve
changes to non-linearity and shows the first indication of (micro-) fracture formation
and growth. Within these parabolic trends, a more complex pattern in the S-wave am-



2

24 2. FORECASTING ROCK FAILURE

plitudes emerges around the peak stress, for the lower confining pressures. This pattern
is also visible in the evolution of the Q-factor (attenuation) (Figure 2.4B), which is in-
versely related to the energy and transmissivity of the S-waves. The frequency content
of the recorded wave changed during the experiment(Figure 2.7G,H). The normalized
amplitude spectra of the frequency show a shift towards the lower frequencies, due to
the increased presence of micro-fractures. Upon failure the high frequencies are mostly
attenuated and the lower persevere.

2.4. DISCUSSION

2.4.1. ULTRASONIC MONITORING AND FORECASTING FAILURE
The first sign of permanent deformation, namely the formation of (micro-) fractures re-
sulting ultimately in the failure of the sample, is the change to non-linearity in the slope
of the stress-strain relation. However, this stress-strain relation is impossible to deter-
mine in-situ (i.e. landslides, earthquakes, etc.). To detect deformation without stress
and/or strain measurements, we focused on the change in seismic response throughout
deformation, using the advantage that active source methods do not rely on acoustic
emission to detect any deformation, and thus can be used to monitor both aseismic and
seismic deformation. The attenuation and scattering properties of the waves change due
to the formation and growth of the (micro-) fractures in the samples.

Precursors to failure were determined from these waveform attributes. The evolution
of the energy E , relative velocity change d v/v , and transmissivity T show a clear change
in slope as the fractures formed are detected (Figure 2.4E to H). The decorrelation coef-
ficient K shows an increase in scattering when the fractures are formed and detected by
the coda (Figure 2.4C,D). Therefore, the minimum before this increasing trend in the K,
and the peaks of E, dv/v, and T are used as the earliest precursor to the imminent fail-
ure of the sample. The occurrence of these precursors is plotted relative to the failure of
the sample, where at 100% failure occurs according to the stress-strain relation (Figure
2.6). For the uniaxial compressive strength (UCS) experiments, the precursors obtained
from coda wave decorrelation (CWD) are significantly earlier than the precursors based
on attenuation properties. They range from 65% to 72% for K and dv/v and between 84%
to 88% for the attenuation parameters E and T. This changes with increasing confining
pressure, where the precursors based on attenuation are generally earlier. Which of the
precursors to failure is the first varies and comes as early as 40% of failure for 40 MPa
confining pressure. At higher confining pressures, the precursors are relatively earlier
but also show a bigger spread.

To forecast the upcoming failure of the sample, we deployed a traffic light warning
system (TLS) based on the interpretation of the processed waveform data and the oc-
currence of the precursors (Figure 2.7).

1. According to our traffic light, it is green or safe when our sample is far from its
failure. The closure of pre-existing pore space, stiffening, and compaction of the
rock is indicated by a decrease in scattering K, and an increase in the E, T, and
[dv/v]sum .

2. The orange stage can be classified as a stage of higher alert in which failure of the
sample is expected, and be used to forecast the upcoming failure. This stage starts
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Figure 2.6: Appearance of the peak in the energy of the full wave ET and coda wave EC , the cumulative veloc-
ity change [d v/v]sum , and the transmissivity T, as well as the minimum of the decorrelation coefficient K as
precursor relative to the failure of the sample.

at the first occurrence of precursors of the waveform attributes. In Figure 2.7, E,
[dv/v]sum , and T change to a decreasing trend indicating the attenuation effect
due to newly formed (micro-) fractures is stronger than the continued compaction
and shortening of the sample. This is at around 50% of the final failure point of the
sample (Figure 2.6).

3. The last stage represents that failure is imminent. The warning stage starts when
K shows an increase in scattering, giving a clear indication (micro-) fractures are
formed. A clear indication of fracture formation and thus upcoming failure is
present when the energies, transmissivity, and relative velocity change show a de-
creasing trend and the decorrelation coefficient starts to increase. Additionally, the
frequency content of the recorded wave shifts towards the lower frequencies as the
higher frequencies are attenuated, due to the increased formation and growth of
(micro-) fractures.

From experiment to experiment, the first precursor varies (Figure 2.6), but for fore-
casting purposes, not one precursory signal is superior over the other. By combining the
various analysis techniques on a single wavelet, the impact of the sensitivity of a single
parameter is limited and a more robust TLS forecast can be made. Even though precur-
sory signals vary for confining pressure, the results show that the trend in the processed
data of the S-waves is very similar for all tested confining pressures. It is, therefore, sug-
gested that these techniques could be deployed for monitoring the failure of rocks, at
any depth or pressure condition. Monitoring is possible at any arbitrary point in time or
stress condition, using a shifting reference, and by using the traffic light system, the fre-
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Figure 2.7: Precursory signals during the deformation in A-E at 10 (left column) and in F-J at 20 MPa (right
column) confining pressure. Showing the cumulative velocity change from CWI dv/vsum and decorrelation
coefficient K in A, F, the attenuation 1/Q and transmissivity T in B, G, and the energy of the full wave ET and
coda wave EC in C, H together with the stress-strain relation. D, I showing the changing frequency content
of the recorded waves during deformation.D and I show the stage of deformation of the frequency content
plotted, corresponding to the colours of the dots in C and H. E and J show a recorded waveform during de-
formation, the 10 decorrelation windows are visualized, with the first starting at 2 times the S-arrival time
(tcod a = 2∗ tS ), and a total length of 0.84ms. The coloured zones in A-C and F-H show the three stages of the
traffic light warning system (TLS).
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quency of measurements can be increased near failure to obtain an even more accurate
forecast.

The precursors we showed in this chapter, could be used to forecast failure at ap-
proximately 70% of the failure point. In a laboratory setting, this might be seconds or
minutes, at the field scale, this could be hours, days or longer, which can provide time
for mitigation measures. The application and scalability of ultrasonic monitoring from
laboratory to field scale will have to be researched. However, research has shown precur-
sory signals could be measured at a field scale. Niu et al., 2008, showed stress-induced
changes in crack properties during co-seismic slip using active source cross-well exper-
iment at the San Andreas Fault or Chiarabba et al., 2020, showed a local P-wave velocity
reduction near the hypocentre for a few weeks before the mainshock using seismic to-
mography at the fault zone which participated in the 2016 M6.5 Norcia earthquake, Italy.

2.4.2. EFFECT OF PRESSURE
The competition between the attenuation and scattering effect of fracture formation
and compaction and shortening of the sample results in a clear precursory signal for
all tested confining pressures. The difference between confining pressures tested, for
our purpose of forecasting failure, is of lesser importance but gives us some more insight
into the process of deformation and sensitivity of the used S-waves in the detection of
micro-fractures.

DEFORMATION RATE

The experiments are all performed with a loading rate of 0.005s−1, at high confining
pressure, larger stresses are needed to achieve failure of the sample. As a result, these
rock samples have a lengthier elastic stage and a slower fracture formation. Due to the
(relative) slower deformation at high pressure, relatively more waveforms are recorded
per deformation stage. Consequently, less change in the scattering in the medium from
waveform to reference waveform is detected.

This also implies that, at higher confining pressures, the deformation is better mon-
itored than at low confining pressures, as a constant sampling rate of 10 sec was used.
Therefore, the deformation at 40 MPa confining pressure was sampled best. During the
deformation, K shows several sharp peaks showing rapid, but short changes in the sam-
ple (Figure 2.4D). From the nature of the shifting reference, these peaks can be inter-
preted as the change from the signal before. Crack formation increases the amount of
scattering, thus K. If, at the sampling time, no new crack is formed, no additional scat-
tering is created, thus K goes down again. Hence, we interpret these peaks at the start of
the experiment as the sharp closure of larger or a couple of pre-existing fractures present
in the rock sample. During a later stage of deformation, these peaks indicate the forma-
tion of micro-cracks, large enough to be sampled by the ultrasonic waves and frequency
used. When deformation is fast, crack formation follows each other in quick succession,
resulting in an increase in scattering and K, without individual crack formation visible.
This implies that for slow deformation and a high sampling rate, the separate crack for-
mation can be monitored, contingent on wave sensitivity.

This relative deformation speed is also clearly visible in the velocity change during
deformation, when plotted cumulative to represent the absolute velocity change the
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Figure 2.8: The rate of velocity change dv/v during deformation for each confining pressure tested. Showing
the relative deformation rate changes with confining pressure.

graphs differ from pressure to pressure, however when we plot the rate of the velocity
change, it decreases with confining pressure, showing a slower rate of deformation at
higher pressure (Figure 2.8).

DEFORMATION AROUND PEAK STRENGTH

The difference in deformation due to confining pressure is also visible in the maxima
of the waveform attributes (Figure 2.9). At higher pressures fractures form with small
or closed apertures causing less additional scattering and attenuation opposed to open
tensile fractures. The maximum value of K obtained during the failure of the sample
shows a decreasing trend with increasing pressure. Opposite, the maximum energy and
transmissivity measured increase with confining pressure. The source wavelet for all
experiments remained constant, due to increased compaction more of the initial wave
energy is preserved at higher initial confining stresses. A reduced scattering effect of the
shear compared to tensile fractures results in decreasing values of K. This implies that
tensile fractures or fractures with a bigger aperture are better detected, due to the higher
scattering nature of the tensile fracture.

Near the failure point of the stressed rock samples, the formed micro-fractures start
to connect and form larger-scale shear fractures. At lower confining pressures, a more
complex pattern in the transmissivity emerges around the peak stress (Figure 2.4B,F to
H). The attenuation (inverse Q-factor), energy, and transmissivity for the lower confining
pressures oscillate. We suggest this oscillating behaviour observed in our data, is the de-
tection of the connecting shear fractures near failure. The transmissivity and energy in-
crease due to the continued shortening and compaction of the sample. The moment the
fractures are formed and connected into larger ones, the attenuation increases, and the
energies and transmissivity drop. While the sample is not failing yet and is still shortened
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Figure 2.9: The maximum value recorded for each precursor. Showing decreasing trend with pressure in decor-
relation coefficient K, and an increasing trend in the energy of the full wave ET and coda wave EC , and trans-
missivity T.

and compacted, the formed fractures (partially) close and the attenuation decreases un-
til the next local failure forms the next larger fracture, resulting in the observed oscilla-
tions. This oscillation is only visible when the sample shows less brittle behaviour; when
the sample collapses at or very close to peak strength this oscillation is not observed
suggesting all the micro-fractures connect rapidly in one large shear fracture. At higher
confining pressure the potential to form fractures with aperture is very small, therefore
we state that this oscillation is not present due to the lack of sensitivity of the waves and
less brittle behaviour of the samples at higher pressures.

2.5. CONCLUSION
Ultrasonic experiments have been conducted on Red Felser sandstones (analog to the
Groningen reservoir rock) to investigate the potential of shear wave transmission mea-
surements in forecasting the upcoming failure. Ultrasonic monitoring can monitor the
changes in the subsurface, while passive acoustic emission methods could be late in de-
tecting the upcoming failure. Our results show the failure of the tested samples can be
forecasted from 40 to 70% of the failure point. A robust prediction can be made by com-
bining the various analysis techniques, without having to do multiple measurements.
Which precursor to failure first varies, and comes as early as 40% of failure at high pres-
sure, but for forecasting purposes, not one precursory signal is superior over the other.

In this study, the stress-strain relations were available, therefore the small details in
the waveforms could be explained by relating the signals to the deformation stages of the
stress-strain relation. The precursors show small differences between tested confining
pressures, but as the trends are very similar, we argue that the proposed traffic light fore-
casting system is applicable for forecasting failure at various depths and or stress condi-
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tions. Monitoring can be started at any arbitrary point in time or stress condition using
a shifting reference. For field measurements, additional research and feasibility studies
will have to be performed, but the shown monitoring methods in this chapter can be
applicable in field situations when stress-strain measurements are not possible. Con-
tributing to a robust monitoring technique that can detect small stress-induced changes
in the subsurface and use these for a better prediction and thus mitigation of failure (and
seismicity) in the subsurface.
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3
PRECURSORY SIGNALS TO THE

ONSET OF LABORATORY

STRESS-DRIVEN FAULT SLIP

THROUGH ACOUSTIC MONITORING

Precursory signals to earthquakes have been observed in various forms, such as changes
in fluid pressure, occurrence of small local earthquakes, or changes in apparent seismic
velocity. The understanding of these changes remains an ongoing area of study. Cyclic
stress-driven fault reactivation was conducted under different pore pressure conditions,
while continuously monitoring ultrasonic seismic waves. Analysing the evolution of P-
and S-wave velocities, transmitted amplitudes, and coda wave interferometry-derived ve-
locity changes revealed consistent precursory signals for reactivation under varying stress
conditions along the tested fault planes. The precursory signal from the transmitted am-
plitudes and the coda shows more lead time to fault reactivation compared to the direct
first arrival S- or P-wave velocities. These precursory signals were linked to the physical
processes of asperity degradation and creep during the pre-slip phase. Demonstrating a
comparison to similar precursory signals observed in the field, this study highlights the
feasibility of time-lapse monitoring to identify precursors to fault reactivation and estab-
lishes a connection between structural processes along the fault plane and seismic signals,
contributing to the improvement of future forecasting models.
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3.1. INTRODUCTION

Earthquake predictions have a long history (Dieterich, 1978; Geller, 1997; Scholz et al.,
1973), and are made using reoccurrence intervals (Shimazaki & Nakata, 1980), or the rel-
ative earthquake size distribution (b-value) (Gulia et al., 2020). For induced seismicity,
forecasts are made using probabilistic models (Király-Proag et al., 2016; Langenbruch
et al., 2018), which can include production scenarios (Dempsey & Suckale, 2017). Be-
fore the occurrence of various earthquakes, anomalous changes in parameters, such as
fluid pressure, electrical and magnetic fields, the frequency of occurrence of small local
earthquakes, and apparent seismic velocity have been observed (Dieterich, 1978; Scholz
et al., 1973). To try to understand the mechanisms causing these, laboratory studies have
been performed, studying the micro-fracturing and changes in intact rocks under stress
(Brace, 1968; Main & Meredith, 1989), but also to investigate the nucleation of faulted
rocks (Latour et al., 2013), stick slip behaviour (Brace, 1968), friction laws (Marone, 1998)
and characteristics (Byerlee, 1967; Kaproth & Marone, 2013; Shreedharan et al., 2019),
the effects of pore pressure on slip stability (Cappa et al., 2019; Ougier-Simonin & Zhu,
2013; Rutter & Hackston, 2017) and fault gouge (Bakker et al., 2016; Hunfeld et al., 2017).
But forecasting earthquakes remains a challenging task (Pritchard et al., 2020). More
recent studies have included passive acoustic monitoring to fault slip and friction exper-
iments (Dresen et al., 2020; Kwiatek et al., 2014; Noël et al., 2019; Wang et al., 2020; Ye
& Ghassemi, 2018, 2020), mostly to investigate fault mechanics and to target the onset
seismic slip, and moment release. Fault slip can be aseismic (McGarr & Barbour, 2018;
Ye & Ghassemi, 2020), therefore active acoustic measurements could improve the under-
standing of both aseismic as seismic slip.

It is well known from laboratory experiments that seismic velocities vary with the
level of applied stress (Birch, 1960, 1961), this is mostly attributed to micro-crack clo-
sure, opening, or formation (Nur, 1971; Walsh, 1965). Measured velocity changes hence
could be related to stress and structural changes along faults, and it could be attempted
to relate the precursory change in velocity to physical processes to improve forecasting of
earthquakes. A limited number of studies have investigated the change in seismic veloc-
ities in direct shear setting (Kaproth & Marone, 2013; Kaproth & Marone, 2014; Scuderi
et al., 2016; Shreedharan et al., 2020), mostly using ultrasonic acoustic (P-wave) monitor-
ing. Shreedharan et al. (2021a) included an analysis of amplitude to quantify stress vari-
ations during the laboratory seismic cycle in a double-direct shear experiment, showing
that seismic amplitudes are more sensitive to changes in the fault zone compared to the
wave speed. However omitting the effect of pore pressure, which has a large effect on
wave propagation (Winkler & Nur, 1979). It has been shown that the coda of the acous-
tic waves traveling through the medium is exceptionally sensitive to (stress) changes in
the microstructure (Snieder et al., 2002; Stähler et al., 2011; Xie et al., 2018; Zhang et
al., 2012; Zotz-Wilson et al., 2019). Utilizing coda wave interferometry, relative velocity
changes can be derived (Snieder, 2002; Snieder et al., 2002) and used to predict the onset
of failure of intact rocks loaded under a constant rate (Zotz-Wilson et al., 2019, chapter
2 of this thesis). Given the success of coda wave interferometry in detecting oncoming
failure in intact rocks, we also test the possibilities of coda wave interferometry for de-
tecting the onset of fault reactivation, which is characterized by fault creep and pre-slip
(Figure 3.1).
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Figure 3.1: Sketch of fault reactivation. A. Mohr-Coulomb stresses visualize fault reactivation at increased axial
stress. B. Loading and reactivation phase in the stress data.

In this chapter, we load saw-cut sandstone samples to reactivate the fault plane (Fig-
ure 3.1), while continuously monitoring P- or S-waves. The temporal evolution of the
P- and S-wave velocities, their amplitudes, and coda are investigated to detect stress
changes along a saw-cut fault plane under different pore pressure conditions. With the
aim to detect the onset of fault reactivation and to find clear precursors to failure that
extend across the various stress conditions in the laboratory experiments. We demon-
strate the feasibility of time-lapse monitoring to identify precursors to fault reactivation
and provide a link between structural processes along the fault plane and seismic signals
which can improve future forecasting models.

3.2. EXPERIMENTAL PROCEDURE

3.2.1. ROCK SAMPLES
The fault reactivation experiments were performed in Red Felser sandstones. They are
part of the Rotliegend formation and formed during the early Permian and are obtained
from a quarry in Germany. The rock properties, lithology, porosity, and permeability,
of the Red Felser are very similar to the Slochteren sandstone and are therefore used as
analogous to the Groningen gas reservoir. The rock samples have an effective porosity
of 20% ± 1%, obtained using a gas expansion (Helium) pycnometer, and a fairly homo-
geneous composition of 89% quartz, 6% orthoclase, 4% kaolinite, and 1% albite (Eradus,
2019). The samples are 30mm in diameter and 70mm in length and contain a saw-cut
fault plane at an angle of 35 degrees to the vertical axis.

3.2.2. EXPERIMENTAL PROTOCOL
Prior to testing, all the samples were saturated with water, while the air was removed
by creating a vacuum. The samples were loaded in a Hoek-Cell, a triaxial apparatus,
which was placed in a homemade uniaxial loading frame with a 500 kN loadcell (Figure
3.2). The fluid pressure was imposed at the bottom of the sample, but measured at both
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the inlet and outlet. The difference between the top and bottom was less than 0.5 bar.
Both confining pressure and pore fluid pressure was maintained using an ISCO pump
model 100DM. The shortening of the sample was recorded using two Solartron AX/1/S
linear variable displacement transducers (LVDTs). All displacement data was corrected
for elastic machine and piston deformation afterward.

The stress-driven cyclic reactivation experiments were performed with three differ-
ent background fluid pressures, namely a drained experiment (0 MPa), 10 MPa, and 20
MPa while monitoring with ultrasonic transmission measurements, using P- and S- wave
transducers. The experimental protocol consisted of the following consecutive steps;
first, the sample was hydrostatically loaded to 30 MPa. The fluid pressure was imposed
at a rate of 0.5 MPa per min and reaching the desired pressure the sample was loaded,
with a vertical axial constant rate of 0.005 mm/s, until the reactivation zone was reached
(Veltmeijer et al., 2023), characterized by bending of the stress-strain curve and the fault
starting to slide along its plane with the velocity of 0.006 mm/s imposed by the loading
of the sample (Figure 3.1 and Figure 3.2). At this point, the stress was cyclically decreased
and increased in steps of 20 MP with the same rate of 0.0005 mm/s, such that the lower
limit of the stress remained constant in each of the cycles. After six cycles the stress was
lowered and the sample was removed from the set-up.

Ultrasonic transmission measurements were conducted on all experiments, simul-
taneously with the mechanical data acquisition, using either P or S-wave transducers
integrated into the pistons of the loading system. The waveforms were generated using
an Agilent 33210A waveform generator, amplified by an RF Power amplifier, then sent
and received using Olympus 1MHz/.5” v153 (S-wave) or v103 (P-wave) transducers, and

Figure 3.2: A: Scheme of Hoek-cell used for triaxial experiments (not to scale). B: Loading protocol, showing
the protocol for a constant pore pressure of 20MPa.
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finally recorded using a Yokogawa DL9240L oscilloscope. When using the v153 (S-wave),
the transducers were placed such that the polarization of the shear source and receiver
was aligned and perpendicular to the saw-cut fault (Figure 3.3). The peak operating fre-
quency of both types of transducers is 1MHz and the acoustic signals were recorded ev-
ery 3 seconds for 100 µs. To increase the signal-to-noise ratio, every recorded waveform
is a stack of 128 S-waves, each sent 2 ms apart.

Figure 3.3: Recorded transmission wavelets with in A. P-wave and in B. S-wave transducers as source and
receiver. The arrival time of the P-wave (tP ) and S-wave (tS ) are indicated as well as the length of the used coda.
C. shows a part of the coda of three wavelets. Where up j is the to-be correlated wavefield and is lagging behind

the reference wavefield by N=2 and N=20 (Eq. 1.6), and D. shows the polarization of the S-wave transducers
relative to the fault plane.
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3.2.3. DATA ANALYSIS
Signals were logged for force (N), confining and fluid pressure (bar), displacement (mm),
and wave arrival times (s) and amplitude (V). From these signals the shear stress (τ),
friction coefficient (µ), and effective normal stress (σn) along the fault plane (Figure 3.1)
are derived from the principal stresses, σ1 (axial stress) and σ2 = σ3 (confining stress), as
given by

µ= τ

σn −P f
, (3.1)

with,

τ= σ1 −σ3

2
sin2α, (3.2)

and,

σn = σ1 +σ3 −2P f

2
− σ1 −σ3

2
cos2α, (3.3)

whereσ1 andσ3 are the axial and radial stress respectively, P f the pore pressure, and
α is the fault angle with respect to the vertical (Byerlee, 1967; Wang et al., 2020). The τ

and σn are corrected for a changing contact area of the fault due to fault slip. The fault
slip (s) is mostly determined from the total axial displacement (∆lLV DT ), but corrected
for the displacement of the loading machine (∆lMD ) (Wang et al., 2020), as follows:

s = ∆lLV DT −∆lMD

cosα
. (3.4)

The displacement of the loading machine (∆lMD ) can be estimated using the stiff-
ness of the machine (KM ), and the force drop (FN ), rewriting Equation (3.4) into:

s =
∆lLV DT − FN

KM

cosα
. (3.5)

We report the transmitted amplitudes as acoustic transmissivity, T (Nagata et al.,
2008; Shreedharan et al., 2021a) as T = |Amax |, which is defined by the maximum ampli-
tude of the recorded P- or S-wave. Additionally, coda wave interferometry (CWI)
(Snieder, 2006; Snieder et al., 2002) is used to monitor the velocity change between two
consecutive recorded waves (Figure 3.3). The theory of coda wave interferometry is de-
scribed in Chapter 1.

3.3. RESULTS

3.3.1. FAULT SLIP BEHAVIOUR
Slip along the fault is induced by increasing the vertical displacement from below the
sample (Figure 3.2B). The force is measured on top of the sample, therefore, it can be
assessed whether this imposed displacement leads to a stress increase. Once no further
increase in stress is observed, it indicates that the imposed displacement has been com-
pensated for by the movement of the sample along the fault, hence, fault reactivation and
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slip can be easily inferred from the stress curves (Figure 3.2B, Eq. 3.4). From the princi-
pal stresses (Eq. 3.1), we derived the normal and shear stress along the fault, as well as
the friction coefficient µ (Figure 3.4). In general, the fault exhibits very similar behaviour
throughout the cycles for each of the tested confining pressures. The main difference is
the higher effective stresses on the fault in the experiments without imposed pore pres-
sures. The stresses and friction along the fault increase with displacement, until all the
imposed displacement has been compensated for by the movement along the fault, at
which point the friction and stresses level out (Figure 3.2B). In these saw-cut experi-
ments, it is assumed that the entire fault plane of the smooth saw-cut faults accommo-
dates slip in each cycle. The slip rates along the faults are governed by the displacement

Figure 3.4: Evolution of mechanical loading parameters during stress-cycling. On the left side P-wave monitor-
ing and on the right side S-wave monitoring was performed during the stress cycling. In A and B the experiment
was performed under drained conditions (pore pressure 0 MPa) in C and D with a constant pore pressure of 10
MPa and in E and F with a constant pore pressure of 20 MPa. The grey shaded area, the third cycle is enlarged
in Figure 3.6.
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rate of 0.6 µm/s (projected to the fault angle). During the constant sliding phase, the
slip velocities fluctuate around this rate. Stick-slip events with peak slip velocities be-
low 1 mm/s are defined as slow stick-slip events (Wang et al., 2020). The maximum slip
velocities observed are <1 µm/s, therefore all recorded slip events are slow slip. Prior to
these maximum slip velocities, low velocities of about 0.2 µm/s are observed during the
loading of the sample, indicating, that while most of the imposed displacement results
in increasing stresses, some of it is compensated for by slight movement along the fault.

The mechanical and seismic parameters of each third cycle, representing all the cy-
cles, are visualized in Figure 3.6. Although fault slip in these experiments is imposed by
the constant displacement rate of 0.6 µm/s, at the onset of the fault reactivation, slip ve-

Figure 3.5: Evolution of seismic parameters during stress-cycling. On the left side P-wave monitoring and on
the right side S-wave monitoring was performed during the stress cycling. In A and B the experiment was
performed under drained conditions (pore pressure 0MPa) in C and D with a constant pore pressure of 10 MPa
and in E and F with a constant pore pressure of 20 MPa. The grey shaded area, the third cycle is enlarged in
Figure 3.6.
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locities exhibit peaks exceeding this rate by up to 30%. In the setup, the force is measured
on top of the sample (Figure 3.2A). Once the shear strength is reached and the fault re-
activated, the top half of the sample is able to slip at a faster rate than imposed, causing
a drop in stress resulting in higher slip velocities (Eq. 3.4). We infer this fault reactiva-
tion as a slow stick-slip behaviour, this is followed by a continuous slow slip phase with
velocities fluctuating around 0.6 µm/s until the unloading of the sample.

The transmitted amplitude T and velocity, both the direct P- and S- wave velocity as
the velocity change dv/v derived from the coda, cycle as expected along with the stress
in each experiment (Figure 3.5) (Barnhoorn et al., 2018; Winkler & Nur, 1979). An overall
decreasing trend is present throughout the cycles, which is most pronounced in the ex-
periments without imposed pore pressure (Figure 3.5A, B). The experiment with 10 MPa
pore pressure shows that a faulty connection of the transducer and the resulting noise

Figure 3.6: Evolution of mechanical and seismic parameters during third stress-cycle of Figure 3.4 and Figure
3.5. On the left side P-wave monitoring and on the right side S-wave monitoring was performed during the
stress cycling. In A and B the experiment was performed under drained conditions (pore pressure 0 MPa) in C
and D with a constant pore pressure of 10 MPa and in E and F with a constant pore pressure of 20 MPa. The
grey shaded area, illustrates the areas in which the seismic parameters show a trend change indicative for the
pre-slip phase.
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in the signal has a big impact on the resulting analysed waveform parameters (Figure
3.5D). This is most evident in the velocity change obtained from the coda, whereas in all
experiments, this shows a clear decrease over the cycles, for this 10 MPa experiment, it
doesn’t. Increasingly worsening of the noise obscures and masks the signals in the coda.
In each slip event, both the values of T and dv/v increase due to the imposed stresses,
but exhibit a reduction just before the actual fault slip (grey zone in Figure 3.6). This de-
cline in T and dv/v is ascribed to the occurrence of fault pre-slip and dilation (Kaproth
& Marone, 2013; Shreedharan et al., 2020). During the pre-slip stage, the contact area
along the fault plane, the asperities, undergo gradual degradation causing this change in
seismic parameters.

3.3.2. STRUCTURAL CHANGE FAULT PLANE
The saw-cut fault surface is smooth and is assumed to experience slip across its en-
tire surface. Therefore on the macro-scale, the contact of the fault plane is considered
smooth and a single contact. However, at a micro-scale, grain contacts act as asperities
as visible in the CT-Image (Figure 3.7). Through this interaction, these grains can break,
fracture, and be crushed due to the high stresses along the fault plane. This process re-
sults in the formation of a layer of finer-grained material along the fault plane, which in-
creases with each cycle of increased stresses and fault slip. The amount of gouge formed
depends on the shear stresses along the fault plane (Figure 3.8). Notably, the quantity of
gouge formed after the experiment is highest when no imposed pore pressure is present.
Additionally, it is evident that, even though the fault surface appears smooth, the saw
leaves small grooves along which most asperities become locked and crushed, as seen in
the pattern of formed gouge (Figure 3.8).

Figure 3.7: Two horizontal CT slices showing the saw-cut fault (black line) after the sliding experiment, without
any pressure left on the fault plane (no contact anymore between two fault planes). Including a zoom around
the fault plane showing local asperities along the fault planes and some small gouge material (blurry grey in
fault plane). The scans are made in Nanotrom NF180 microCT scanner with a resolution (voxel size) of 49.1
µm
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Figure 3.8: Pictures of the (dried) samples before and after the cyclic reactivation experiment. The formed
gouge layer is visible as the whitish powder on the fault plane. The tip of the fault plane of the sample on top
row second from left was broken during the sample extraction of the sleeve after finishing the experiment.

3.4. DISCUSSION

3.4.1. MECHANICAL BEHAVIOUR

In total 6 stress-driven reactivation cycles were performed under different confining con-
ditions including ultrasonic monitoring with P- or S-wave transducers. Each cycle can be
divided into three parts. Firstly, stress increase, including the preparatory slip and reac-
tivation phase. Secondly, constant sliding, during which all the added imposed stress is
compensated for by fault slip resulting in a more or less constant stress level and thirdly
stress decrease, after which a new cycle starts. In the stress-strain data presented in Fig-
ure 3.9, it’s evident that the cycles do not follow the same loading and unloading path,
and higher stresses are required to reactivate the fault compared to the previous con-
stant sliding. This suggests permanent deformation of the fault plane. A decrease in
axial stress reduces the effective normal stress on the fault, facilitating relaxation and
healing. On the contrary, an increase in effective normal stress leads to fault compaction
and enhanced locking of asperities, strengthening the fault. This results in a slightly
higher reactivation stress requirement.

Additionally to fault compaction, sliding and pressuring of the fault cause grains

Figure 3.9: Stress cycles of drained experiment, showing increasing axial stress needed to reactivate the fault
and a difference in unloading and loading paths per cycle.
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along the surface to be crushed, changing the fault properties like the friction coefficient,
in our quartz-rich sample. The crushed grains on the fault surface would be expected to
have a frictional strengthening effect (Bakker et al., 2016; He et al., 2013), contributing to
the restrengthening of the fault in each cycle. Even though the fault strengthens and po-
tentially more energy could be released by reactivation of the fault plane, Naderloo et al.,
2023; Naderloo et al., 2022 show a decreasing seismicity output due to deterioration of
the fault plane. They state that the uniform reduction in roughness and asperity on the
fault plane causes a decreasing (measured) seismicity output. This reduction in rough-
ness and asperity on the fault or gouge formation can be seen in the active ultrasonic
measurements as well. In each cycle the stresses are returned to the same base level
in axial stress (σ1), however, the ultrasonic parameters do not return to the same level,
we infer this decrease to be due to the additional attenuation by gouge formation. This
overall decrease is most prominent in the experiments without imposed pore pressure,
resulting in higher effective stresses along the fault plane. This is visible on the retrieved
fault planes, which show the most gouge present for these samples (Figure 3.8). Gouge
formation, as evident in Figure 3.8, is a structural change. According to theory, S-waves
should be more sensitive to structural changes as they travel through the matrix (Barn-
hoorn et al., 2018). Given the constant imposed pore pressure, any change observed
in the seismic parameters is attributed to changes in the matrix. When returned to the
same stress levels, the T, and velocities obtained by S-wave monitoring exhibit, cycle to
cycle, more attenuation than P-waves (Figure 3.5), confirming the greater sensitivity of
S-waves to gouge formation. With passive monitoring this increase in gouge formation
and the resulting attenuation of the generated waves could pose a problem, as when the
fault moves aseismic (we define aseismic as no recorded (micro-) seismicity) it would
not be noticed. Using active monitoring a constant source signal was used, hence we
can both infer the fault deterioration as the aseismic and seismic fault movement.

3.4.2. PRECURSORY SIGNALS

Kaproth and Marone, 2014, and Shreedharan et al., 2021a have shown that amplitude
and direct P-wave velocity change before fault reactivation in a direct shear experiment.
They didn’t take into account pore pressure and high confinement to bring the experi-
ment closer to subsurface conditions. Pressure (incl. pore pressure) has a large influence
on the velocity and attenuation of the waves (Barnhoorn et al., 2018; Passelègue et al.,
2018; Winkler and Nur, 1979; etc.). This chapter focuses on obtaining precursory sig-
nals to stress-driven fault reactivation under different pressure conditions, comparing
P- and S-wave monitoring. We include coda wave interferometry to assess small stress
variations along the fault plane.

Prior to fault reactivation and continuous sliding phase, a pre-slip is present (grey
zone in Figure 3.6), in which we observe a transition from background creep velocities
(around 0.2µm) during loading to continuous sliding with the imposed slip velocity of
0.6µm. During the pre-slip phase, the shear stress reaches the shear strength of the fault
plane and along the fault plane asperities are destroyed (Scuderi et al., 2016; Shreedha-
ran et al., 2021a), contributing to the gouge layer and opening of the fault causes de-
creasing asperity contact. These processes have a direct influence on the seismic pa-
rameters. The transmitted amplitudes T and velocity change in Vp, Vs, and dv/v exhibit
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a precursory reduction, demonstrating sensitivity to pre-seismic deformation (grey zone
in Figure 3.6). This reduction is a trade-off between the increasing stresses and the fault
creep during the pre-slip phase. The seismic parameters follow the dominant physical
process along the fault plane. The velocities and transmitted amplitude increase due to
compaction and healing of the fault plane, causing new asperity contact and strength-
ening of the fault. They start to decrease as the effect of creep is dominant over com-
paction and stabilizing during continuous sliding. This is followed by a sharp decrease
during unloading, releasing stress from the system. Hence the velocities and transmitted
amplitudes provided a view of the fault strength evolution during the laboratory reacti-
vation cycles and can be used to identify the pre-slip phase and act as a precursor to fault
reactivation. No significant differences or trends are observed in precursory signals for
the different stress conditions tested, nor does the deterioration of the fault plane limit
the precursory signals, i.e. in the later cycles we observe similar signals as in the first
cycle.

We can compare these precursory signals to the field study of Chiarabba et al., 2020
(Figure 3.10A) in which they observed an up to 5% increase in P-wave velocity on the part
of the fault which experienced large co-seismic slip during a magnitude 6.5 earthquake
in Norcia, Italy. At this hypocentre location, the initial velocity increase was followed
by a decrease of about 4%, suggesting that although the (entire) fault was under elastic
stiffening during the preparatory phase (Vp increase), a zone around the hypocentre
experienced a seismic velocity reduction during the accelerated fault creep phase, as
observed in the laboratory experiments. The velocity reduction around the main shock
hypocentre area is consistent with the failure of asperity contacts within the fault zone
(Chiarabba et al., 2020), similar to the creep and destruction of asperities during the
pre-slip phase in laboratory reactivation cycles (Figure 3.10). This example highlights
the uniformity between the field and laboratory observations. The structural processes
along the fault prior to fault reactivation are similar in lab and field scale, and therefore
similar precursory signals are observed, with the main difference being the time scale. In
the lab we notice the first precursors seconds before reactivation; given the study of Niu
et al., 2008 and Chiarabba et al., 2020, we expect to detect precursory changes in velocity
weeks before the earthquake. However, to validate this statement, more field studies
should be conducted, also focusing on the precursory attenuation changes before the
fault reactivation.

At first glance, the precursory signals look very similar from experiment to experi-
ment and cycle to cycle (Figure 3.11), an important factor for forecasting purposes, as
this implies this monitoring method is very robust and applicable in any stress condi-
tion. In Chiarabba et al., 2020, the precursory Vp reduction was noticeable a few days
before the earthquake, while in the laboratory this occurs within seconds. Taking the
peak strength of the fault as the reactivation point and the bending point of the seismic
parameters as the precursory signal (i.e. trend reversal, from increase to decrease), the
occurrence of the precursors in seconds to reactivation is plotted, as well as the stress
needed for reactivation (Figure 3.11). Whereas it is clear that, in general, the T and dv/v
show more lead time to reactivation compared to the direct wave velocities Vs and Vp.
This distinction is less clear for P- or S-wave monitoring, but generally, the T of the S-
waves tends to show more lead time to reactivation.
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The noisy waveform data recorded during the 10 MPa pore pressure experiment with
S-wave monitoring demonstrates the limitations of the monitoring method using coda
due to significantly increasing noise levels. In contrast to the other experiments where
the noise level remained relatively constant during the timespan of the experiment, this
experiment suffered from progressively increasing noise in the data. The cause, identi-
fied as a wobbly connection of the transducer, leads to a degradation of the precursory
signals of the acoustic data. This shows that maintaining a relatively constant noise level
is important for monitoring and obtaining precursory signals.

While pre-seismic crustal velocity anomalies have been observed for limited earth-
quakes (Chiarabba et al., 2020; Niu et al., 2008), upscaling the findings in this chapter
remains a challenge. More work is needed to upscale the investigated simple fault ge-
ometry, considering factors such as fault zone length, fault maturity, time, and com-
plexity. Additionally, the impact of noise levels on the application of coda wave inter-

Figure 3.10: Comparing precursors from field study of Chiarabba et al. (2020) to laboratory fault reactivation
in this chapter, showing similar precursory signals at lab and field scale. A. Figure modified from Chiarabba et
al. (2020). Vp changes for two nodes located close to the 30 October hypocentre (red dots) and to the north
(green dots). B. precursory signals to laboratory fault reactivation with 20 MPa pore pressure using S-wave
monitoring.
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Figure 3.11: Appearance of precursors showing the lead time to reactivation and the corresponding stress
needed to reactivate.

ferometry must be investigated before extending of the methodologies to field applica-
tions. In our controlled laboratory setting, we identified the pre-slip phase using param-
eters obtained from seismic monitoring, including the transmitted amplitudes, S- and
P- wave velocity change, and the velocity change obtained by coda wave interferometry.
This highlights that the transmitted amplitudes and the velocity changes, obtained from
coda, offer more precision compared to the direct S- and P- wave velocities. Identify-
ing this stage is the first step in forecasting fault reactivation and its resulting seismicity,
both in laboratory and field scale. While this chapter does not include the forward time
prediction of fault reactivation, recent efforts have been made to improve predictions
of lab quakes using machine learning models, mostly based on acoustic emission mea-
sured in fault reactivation studies (Laurenti et al., 2022; Rouet-Leduc et al., 2017; Wang
et al., 2022). Integrating the precursory signals from the transmitted amplitudes into
these models has shown improvements in the prediction made by these machine learn-
ing models (Shreedharan et al., 2021b). The findings presented in this chapter suggest
that including the precursory signals obtained by coda wave interferometry along with
the transmitted amplitudes, into forecasting models to fault reactivation could enhance
the forecasting capabilities of these models.

3.5. CONCLUSIONS
In this chapter, our objective is to monitor stress-driven cyclic fault reactivation with
different effective stresses along the fault in laboratory experiments, comparing P-wave
and S-wave monitoring and to improve our understanding of the connection between
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seismic precursors and the mechanisms of failure.
By analysing the temporal evolution of the coda waves, seismic amplitudes, direct S-

and P-wave velocities, stress changes on the fault surface can be identified, demonstrat-
ing the potential of seismic monitoring to identify the pre-slip phase of fault reactivation
serving as a possible basis for forecasting stress-driven fault-slip. Our findings indicate
that the velocity change from the coda wave interferometry and transmitted amplitude
as precursory signal show more lead time to fault reactivation. The observed precur-
sory reduction in transmitted amplitudes (T ) and velocity changes in Vp ,Vs , and dv/v
highlight sensitivity to pre-seismic deformation. This reduction is indicative of the de-
struction of fault plane asperities, hence the formation of a gouge layer, and the opening
of the fault leading to decreased asperity contact. This establishes a link between the
mechanisms along the fault and the corresponding seismic parameters.

While our experiments illustrate the feasibility of active ultrasonic monitoring as a
tool to identify precursors to laboratory stress-driven fault reactivation in a controlled
environment, they currently do not extend to forward forecasting. The timing of the pre-
phase, from detection to forward forecasting, and the additional complexity from lab
to field-scale still require further study. The potential to infer aseismic stress changes
indicative of seismicity could add value to monitoring and forecasting models. As a re-
sult, active techniques for monitoring and predicting stress changes have the potential
to enhance seismicity predictions.
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4
ACTIVE AND PASSIVE MONITORING

OF FAULT REACTIVATION UNDER

STRESS CYCLING

Increased seismicity, due to subsurface activities has led to increased interest in monitoring
and seismic risk mitigation. In this study we combine passive and active acoustic monitor-
ing methods to monitor fault sliding and reactivation in the laboratory. Acoustic emission
(AE), a passive method, and ultrasonic transmission measurements, an active monitoring
method, are performed during stress-cycling to monitor stress-driven fault reactivation.
We show the use of the transmissivity and coda wave interferometry of the active acoustic
measurements and the number of generated AE events for fault reactivation monitoring.
Combining these two methods, we are able to detect the different phases of fault reactiva-
tion process under stress cycling including, early aseismic creep (pre-slip), fault slip, and
continuous sliding. Combining both active and passive monitoring increases accuracy of
monitoring and can lead to better seismic risk mitigation

Parts of this chapter have been published as M. Naderloo, A. Veltmeijer, & A. Barnhoorn, Active and Passive
Monitoring of Fault Reactivation under Stress Cycling., Second International Meeting for Applied Geoscience
& Energy (2022).
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4.1. INTRODUCTION
Increasing human activities in the subsurface, due to rising energy demand, and the
demand for renewable energy have led to an increase in induced seismicity all over
the world. Seismicity is recorded at different subsurface-related projects, such as water
waste injection, gas extraction, and geothermal energy production sites. A well-known
example is the M5.4 earthquake in Pohang (Kim et al., 2018), or the high number of seis-
micity recordings in Groningen, caused by gas extraction (van Thienen-Visser & Bre-
unese, 2015).

Monitoring and seismic risk mitigation have received much interest over the years.
Multiple studies have been conducted to improve the monitoring system of induced
seismicity (Eaton, 2018; Grigoli et al., 2017; Mahani et al., 2016). Verdon et al., 2010,
showed there is a correlation between the seismicity rate with injection rate and the
production activities using passive monitoring. Using improved matching and locating
techniques, Chen et al., 2018 showed better detection of the seismicity events and the
clustering of seismic activity caused by the pre-existing faults and fractures with passive
monitoring.

Monitoring induced seismicity, however, still poses a number of challenges, includ-
ing the need for near-real-time monitoring and limitations associated with seismic net-
work quality (Grigoli et al., 2017). For improving monitoring and managing system of
induced seismicity, combining geophysical, geological, and hydrological data from the
field with modelling is required. Potential seepage or leakage along faults or fracture
zones was studied by Oye et al., 2021, using both active and passive monitoring tech-
niques.

Similarly, active monitoring techniques are used to monitor changes in the subsur-
face prior to fault reactivation. Laboratory studies have shown the sensitivity of ultra-
sonic P-waves to the reactivation of faults for frictional sliding experiments (Kaproth &
Marone, 2013; Shreedharan et al., 2021). Also at larger scale, precursory signals can be
observed using active acoustic monitoring. Chiarabba et al., 2020 observed at a larger
(crustal) scale an increase, and near the hypocentre, a decrease in P-wave velocity be-
fore an M6.5 in Italy.

Most of the studies in field or laboratory scale are based on either passive monitoring
or active monitoring, only a limited number combine both techniques. It can be valu-
able and helpful for monitoring purposes to combine the active and passive acoustic
methods. This study aims to shed light on using both passive and active acoustic meth-
ods for monitoring fault sliding under stress cycling on laboratory scale. We perform
stress-driven fault reactivation experiments on sandstones under stress cycling.

4.2. METHOD
In this study, high porosity Red Felser sandstones were used, these are analog to the
Rotliegend sandstones of the Groningen gas reservoir (in the north of the Netherlands).
The cylindrical core samples were cut at an angle of 30 degree to the vertical cylinder axis
to simulate a fault plane. The samples, including saw cut had dimensions of 30 ± 0.5 mm
in diameter and 70 ± 2 mm in length. A gas expansion (Helium) pycnometer was used to
determine the average connected porosity of the samples: 19-20%.
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Figure 4.1: Schematic illustration of instrumented Hoek cell with AE sensors, and P-wave transducers. The
shortening of the sample was recorded with two linear variable displacement transducers (LVDT’s)

We used an instrumented Hoek cell in a 500kN uniaxial loading machine (Figure 4.1).
A three-step stress-driven protocol for fault reactivation was performed (Figure 4.2).

1. During the first step, axial stress and confining pressure was increased hydrostat-
ically up to the desired confining pressure of 20 MPa, while the sample was fully
saturated.

2. During the second step, axial stress was increased to reach the pre-determined
shear strength of the fault plane (the reactivation zone).

3. In step three, the cyclic reactivation scenario was performed in which after fault
slip, axial stress (σ1) was decreased with 12 MPa and afterwards increased again
up to the previous stress (Figure 4.2).

Two sets of acoustic experiments were performed during stress-driven cyclic fault
reactivation. Reactivation with passive acoustic emission (AE) monitoring and reactiva-
tion with active acoustic monitoring.

The active acoustic monitoring was performed using ultrasonic transmission mea-
surements. Two P-wave transducers are integrated into the pistons in the loading sys-
tem (Figure 4.1), with the source at the top and the receiver at the bottom of the sam-
ple. The transducers have a peak operating frequency of 1 MHz, and every 2 seconds,
512 P-waves were sent, recorded, and stacked to reduce the signal-to-noise ratio. The
transmission data was analysed using the transmissivity: T = |Amax |, which is the max-
imum amplitude of the recorded P-wave. Additionally, coda wave interferometry (CWI)
(Snieder et al., 2006) is used to monitor the change in velocity (dv/v) between two con-
secutive recorded waves. Using a moving reference wavefield for the CWI, the changing
medium is continuously monitored (Zotz-Wilson et al., 2019).
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Figure 4.2: Axial stress (σ1) as a function of time. Different phases of fault reactivation experiment; hydrostatic,
linear zone, reactivation zone, and cyclic sliding.

The passive acoustic monitoring (AE) was performed using an array of 10 piezo-
ceramic transducers (Figure 4.1) to detect micro-seismic events. The AE transducers are
5mm in diameter, with a dominant resonant frequency of about 1 MHz, and the signals
were amplified using pre-amplifiers. The continuous recorded waveform data was cut
into single waveforms (AE events) for further analysis, using a pre-defined trigger logic.
These AE events were stored if, in five or more transducers, the waveforms recorded ex-
ceeds a voltage threshold of 25mV, within a time window of 480 points and a sampling
rate of 2 MHz.

4.3. DISCUSSION OF RESULTS
In total, 9 stress-reactivation cycles were performed, including acoustic monitoring (Fig-
ure 4.2). The stress-driven fault reactivation cycles can be divided into three parts. 1.
stress increase, consisting of pre-slip phase and the fault reactivation phase. 2. constant
sliding (pure fault slip), in which the sample was continued to be stressed, but constant
fault slip counteracted this increase, resulting in a more or less constant stress, and 3.
stress decrease, after which a new cycle begins.

Figure 4.3 shows the AE results, the axial stress (σ1), micro-seismic event amplitude
and cumulative events are shown. A silence zone, showing zero generated AE event is
caused by reducing the stress after fault slip. However, by increasing the stress, AE events
start to appear before exceeding previous reached maximum stress (maximum stress
from previous cycle) and before pure fault slip. AE events are generated from 97% of the
maximum stress indicating the fault reactivation (Figure 4.3).

Prior to fault reactivation and pure fault slip, a pre-slip aseismic stage is present. Dur-
ing this pre-slip phase, the fault plane experiences creep (slow slip). During this stage
the stress continues to build up, but shows a deviation from the linear increase (Figure
4.3, beige and blue colour). During this pre-slip phase (blue colour), low amplitude AE
events (and a lower event rate) were recorded. After this phase, stress reaches its maxi-
mum value and then it drops, indicating fault reactivation. During reactivation (Figure
4.3, green zone), the event rate and maximum amplitude for the individual AE events in-
crease. After reactivation, we observe continuous sliding (pure slip). During this phase
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Figure 4.3: Passive acoustic data (AE) during cycling, showing axial stress (σ1) as a function of time, and the
appearance and amplitude of the single AE events and their cumulative. A. showing all the cycles, the cycle
shaded grey is shown in B. B. showing the different phases of fault reactivation experiment; linear stress build-
up phase in beige, the pre-slip/ early creep phase in blue, fault reactivation and slip in green, and afterwards
in grey the continuous sliding.

(Figure 4.3, grey zone), continuous micro-seismic generation can be observed.
Figure 4.4 shows the data from active acoustic monitoring. Shown is the axial stress

(σ1), the cumulative velocity change ([d v/v]sum) obtained by CWI, and the transmissiv-
ity (T). The velocity and transmissivity show an overall decreasing trend, but within each
cycle the different phase of fault reactivation can be identified. [d v/v]sum and T, show
an approximately linear increase due to the imposed increasing stress (Figure 4.4, beige
zone). Before early creep phase (or before 95% of maximum stress), strain is slowly ac-
cumulating on fault plane and stress is building up, however, this stress is not enough to
overcome the shear strength, thus the fault remains locked and the contact area between
the two sides of fault increases (the asperities lock). This results in an constant (linear)
increase of T and [d v/v]sum with increasing pressure and micro-seismic events are not
generated.

Before fault reactivation, both [d v/v]sum and T show a deviation from their linear
increase. This coincides with the early creep phase (aseismic stage) and this reduction
is attributed to pre-slip and dilation (Kaproth & Marone, 2013; Shreedharan et al., 2021).
During this aseismic phase, the contact area along the fault plane, or the asperities, are
slowly destroyed, resulting in a reduction of T and [d v/v]sum . The detection of the early
creep phase using T and [d v/v]sum is at 95% of the maximum stress indicating the fault
reactivation. After fault reactivation (stress drop) both parameters show a constant de-
crease, consistent with the continuous sliding and the continuous destruction of asper-
ities along the fault plane.

Both the passive data and active data show, we can detect the early creep phase
(aseismic stage), the fault reactivation (stress drop), and the continuous sliding phase.
Therefore, both methods can be used as a monitoring method of pre-slip and can act as
precursory signals to imminent fault slip.

The active monitoring shows precursory signal to fault slip from 95% of the failure
point, whereas the passive (AE) method shows the first recorded events from 97% of the
failure point. The active monitoring is independent of generated seismicity and can be
deployed and used for monitoring at any stage of reactivation. Passive monitoring can
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Figure 4.4: Active acoustic data during cycling, showing axial stress (σ1) as a function of time, and the changing
transmissivity (T) and cumulative velocity change[d v/v]sum during the cycling. A. showing all the cycles,
the cycle shaded grey is shown in B. B. showing the different phases of fault reactivation experiment; linear
stress build-up phase in beige, the pre-slip/ early creep phase in blue, fault reactivation and slip in green,
and afterwards in grey the continuous sliding. Trend line indicates the clear reduction in transmissivity at the
start of the pre-slip phase. The pre-slip/ early creep phase in blue has two shades, based on extra decrease in
velocity change prior to fault reactivation.

provide valuable insight in the location and moment tensor of the fault reactivation and
generated seismicity. Therefore, these methods complement each other and monitoring
can be improved.

One of the most used strategies for seismicity risk mitigation is the traffic light sys-
tem (TLS), in which an injection protocol is modified by flow rate or fluid pressure based
on pre-defined thresholds of seismic magnitudes or other factors (Hofmann et al., 2018).
The typical observable variables used for TLS decision-making are magnitude, peak ground
velocity or peak ground acceleration, and the rate of events (Muntendam-Bos et al.,
2022). Thus, using active acoustic analysis next to passive can greatly improve the mon-
itoring accuracy and can benefit TLS.

4.4. CONCLUSION
In this study, we used the passive and active acoustic techniques to monitor stress-driven
fault reactivation experiments under stress cycling.

1. We showed that both passive acoustic (acoustic emission) and active acoustic mon-
itoring can be used to detect fault reactivation process under stress cycling which
includes different phases; linear strain build-up, early creep (pre-slip), stress drop
(main slip), and continuous sliding phase.

2. The active acoustic technique detected the early creep phase at 95% before failure,
and AE at 97% before failure. The active methods are earlier and slightly more
sensitive, and are independent of seismicity generated movement along the fault.
Therefore, combination of both methods can be beneficial to increase accuracy of
monitoring.

These results have shown that monitoring fault reactivation in the laboratory with
the active and passive techniques is feasible. As a result, the combination of passive and
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active techniques may be useful for monitoring faulted or critical stressed reservoirs that
undergo cyclic stress behaviour.

REFERENCES
Chen, H., Meng, X., Niu, F., Tang, Y., Yin, C., & Wu, F. (2018). Microseismic monitoring

of stimulating shale gas reservoir in sw china: 2. spatial clustering controlled
by the preexisting faults and fractures. Journal of Geophysical Research: Solid
Earth, 123(2), 1659–1672. https://doi.org/10.1002/2017JB014491

Chiarabba, C., De Gori, P., Segou, M., & Cattaneo, M. (2020). Seismic velocity precursors
to the 2016 Mw 6.5 Norcia (Italy) earthquake. Geology, 48(9), 924–928. https :
//doi.org/10.1130/G47048.1

Eaton, D. W. (2018). Passive Seismic Monitoring of Induced Seismicity. Cambridge Uni-
versity Press. https://doi.org/10.1017/9781316535547

Grigoli, F., Cesca, S., Priolo, E., Rinaldi, A. P., Clinton, J. F., Stabile, T. A., Dost, B., Fernan-
dez, M. G., Wiemer, S., & Dahm, T. (2017). Current challenges in monitoring,
discrimination, and management of induced seismicity related to underground
industrial activities: A European perspective. Reviews of Geophysics, 55(2), 310–
340. https://doi.org/10.1002/2016RG000542

Hofmann, H., Zimmermann, G., Zang, A., & Min, K.-B. (2018). Cyclic soft stimulation
(CSS): a new fluid injection protocol and traffic light system to mitigate seismic
risks of hydraulic stimulation treatments. Geothermal Energy, 6(1), 27. https :
//doi.org/10.1186/s40517-018-0114-3

Kaproth, B. M., & Marone, C. (2013). Slow earthquakes, preseismic velocity changes, and
the origin of slow frictional stick-slip. Science, 341(6151), 1229–1232. https ://
doi.org/10.1126/science.1239577

Kim, K.-H., Ree, J.-H., Kim, Y., Kim, S., Kang, S. Y., & Seo, W. (2018). Assessing whether the
2017 M w 5.4 Pohang earthquake in South Korea was an induced event. Science,
360(6392), 1007–1009. https://doi.org/10.1126/science.aat6081

Mahani, A. B., Kao, H., Walker, D., Johnson, J., & Salas, C. (2016). Performance evalua-
tion of the regional seismograph network in northeast british columbia, canada,
for monitoring of induced seismicity. Seismological Research Letters, 87(3), 648–
660. https://doi.org/10.1785/0220150241

Muntendam-Bos, A. G., Hoedeman, G., Polychronopoulou, K., Draganov, D., Weemstra,
C., van der Zee, W., Bakker, R. R., & Roest, H. (2022). An overview of induced
seismicity in the Netherlands. Netherlands Journal of Geosciences, 101, e1. https:
//doi.org/10.1017/njg.2021.14

Oye, V., Anell, I., Braathen, A., Dichiarante, A. M., Evans, J., Hafner, A., Liberty, L., Midtkan-
dal, I., Petrie, E., Sauvin, G., Skurtveit, E., Yelton, J., & Zuchuat, V. (2021). Moni-
toring and imaging of active and passive CO2 seepage patterns. SSRN Electronic
Journal. https://doi.org/10.2139/ssrn.3819197

Shreedharan, S., Bolton, D. C., Rivière, J., & Marone, C. (2021). Competition between
preslip and deviatoric stress modulates precursors for laboratory earthquakes.
Earth and Planetary Science Letters, 553, 116623. https://doi.org/10.1016/j.epsl.
2020.116623

https://doi.org/10.1002/2017JB014491
https://doi.org/10.1130/G47048.1
https://doi.org/10.1130/G47048.1
https://doi.org/10.1017/9781316535547
https://doi.org/10.1002/2016RG000542
https://doi.org/10.1186/s40517-018-0114-3
https://doi.org/10.1186/s40517-018-0114-3
https://doi.org/10.1126/science.1239577
https://doi.org/10.1126/science.1239577
https://doi.org/10.1126/science.aat6081
https://doi.org/10.1785/0220150241
https://doi.org/10.1017/njg.2021.14
https://doi.org/10.1017/njg.2021.14
https://doi.org/10.2139/ssrn.3819197
https://doi.org/10.1016/j.epsl.2020.116623
https://doi.org/10.1016/j.epsl.2020.116623


4

62 4. ACTIVE AND PASSIVE MONITORING

Snieder, R., Prejean, S. G., & Johnson, J. B. (2006). Spatial variation in Mount St. He-
lens clones from coda wave analysis. Centre for Wave Phenomena Consortium
Project 2006, 247–252. http : / / www. cwp . mines . edu / Meetings / Project06 /
cwp543.pdf

van Thienen-Visser, K., & Breunese, J. N. (2015). Induced seismicity of the Groningen
gas field: History and recent developments. The Leading Edge, 34(6), 664–671.
https://doi.org/10.1190/tle34060664.1

Verdon, J. P., Kendall, J.-M., White, D. J., Angus, D. A., Fisher, Q. J., & Urbancic, T. (2010).
Passive seismic monitoring of carbon dioxide storage at Weyburn. The Leading
Edge, 29(2), 200–206. https://doi.org/10.1190/1.3304825

Zotz-Wilson, R., Boerrigter, T., & Barnhoorn, A. (2019). Coda-wave monitoring of con-
tinuously evolving material properties and the precursory detection of yield-
ing. The Journal of the Acoustical Society of America, 145(2), 1060–1068. https:
//doi.org/10.1121/1.5091012

http://www.cwp.mines.edu/Meetings/Project06/cwp543.pdf
http://www.cwp.mines.edu/Meetings/Project06/cwp543.pdf
https://doi.org/10.1190/tle34060664.1
https://doi.org/10.1190/1.3304825
https://doi.org/10.1121/1.5091012
https://doi.org/10.1121/1.5091012


5
PRECURSORY SIGNALS TO

INJECTION INDUCED FAULT

REACTIVATION

Induced earthquakes are still highly unpredictable, and often caused by variations in pore
fluid pressure. Monitoring and understanding the mechanisms of fluid-induced fault slip
is essential for seismic risk mitigation and seismicity forecasting. Fluid-induced slip exper-
iments were performed on critically stressed faulted sandstone samples, and the evolution
of the actively sent ultrasonic waves throughout the experiment was measured. Two dif-
ferent fault types were used: smooth saw-cut fault samples at a 35º angle, and a rough
fault created by in-situ faulting of the samples. Variations in the seismic slip velocity and
friction along the fault plane were identified by the coda of the ultrasonic waves. Addi-
tionally, ultrasonic amplitudes show precursory signals to laboratory fault reactivation.
Our results show that small and local variations in stress before fault failure can be in-
ferred using coda wave interferometry for time-lapse monitoring, as coda waves are more
sensitive to small perturbations in a medium than direct waves. Hence, these signals can
be used as precursors to laboratory fault slip and to give insight into reactivation mecha-
nisms. Our results show that time-lapse monitoring of coda waves can be used to monitor
local stress changes associated with fault reactivation in this laboratory setting of fluid-
induced fault reactivation. This is a critical first step towards a method for continuous
monitoring of natural fault zones, contributing to seismic risk mitigation of induced and
natural earthquakes.

This chapter has been published as Veltmeijer, A., Naderloo, M., Pluymakers, A., & Barnhoorn, A. (2024) Pre-
cursory Signals to Injection Induced Fault Reactivation in the Laboratory using Active Acoustic Ultrasonic Mon-
itoring Methods. Journal of Geophysical Research: Solid Earth, 129 . Minor modifications have been applied
to keep consistency within this thesis
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5.1. INTRODUCTION
Forecasting earthquakes has received much interest for many years. Increasing human
activities in the subsurface have caused substantial earthquakes in more densely popu-
lated areas (e.g., M3.4 Basel (2006), Switzerland, M3.6 Groningen, the Netherlands (2012),
and M5.4 Pohang, South Korea (2017)), with serious consequences for subsurface use,
halting a geothermal project in Basel, and onshore gas production in Groningen. Thus,
effective subsurface monitoring and seismic forecasting are essential to limit the risk and
mitigate seismic hazards. In general, the common mechanisms occurring during the
seismic cycle are well known (Figure 5.1) (Shreedharan et al., 2021a). This involves initial
stress build-up during the inter-seismic phase, during which the fault experiences creep,
and fault healing. In the pre-seismic phase the first slip instabilities nucleate where the
local stress exceeds the fault strength. This accelerates creep until a seismic event is gen-
erated in the co-seismic reactivation phase, during which a large slip event takes place
rapidly and stress on the fault is released. In the post-seismic phase, the system will ex-
perience creep and renewed fault healing. Currently, natural earthquake forecasts are
made using reoccurrence intervals of the seismic cycle, i.e. the average duration of the
post-seismic phase (Shimazaki & Nakata, 1980), or using the precursor events during the
pre-seismic phase, such as the average earthquake size distribution (b-value) (Gulia et
al., 2020). For induced seismicity, forecasting can be done using probabilistic models
(Király-Proag et al., 2016; Langenbruch et al., 2018), which can include various produc-
tion scenarios (Dempsey & Suckale, 2017). In laboratory settings, frictional sliding ex-
perimental studies have been performed using passive acoustic monitoring (Cartwright-
Taylor et al., 2022; Guglielmi et al., 2015; Noël et al., 2019; Ye & Ghassemi, 2020), mostly
to investigate fault mechanics and often to target the onset of the first small and pre-
cursory slip events of the pre-seismic phase. However, robust, and reliable predicting
of fault failure and the resulting earthquake has proven to be a challenging task (Geller,
1997; Hough, 2009; Kagan & Jackson, 1991; Pritchard et al., 2020), even for experimental
faults under controlled laboratory settings (Main & Meredith, 1989).

Pore fluid pressure changes play an important role in the frictional strength and sta-
bility of faults and are considered the main trigger for induced seismicity in several real
world applications such as hydrocarbon extraction or geothermal energy production
(Guglielmi et al., 2015; Kaproth & Marone, 2013; Stanchits et al., 2011; Wang et al., 2020).
In contrast to the natural seismic cycle, in these cases instabilities are created locally
due to the local pore pressure variations. These cause perturbations in stress magnitude
along the fault. Consequently, the pre-seismic phase can arise when the shear strength
of the fault plane is exceeded, which then ultimately results in fast shear slip along pre-
existing faults and fractures (Wang et al., 2020), i.e. the seismic phase in Figure 5.1. To
date, few studies focus on predicting fluid-induced seismicity specifically, and hence,
predicting the extent of these pore pressure-induced stress changes, and therefore the
potential onset and exact location of failure and seismicity remains very challenging.

Generally speaking, stress changes can be inferred by analyzing the change in acous-
tic or seismic velocity (Cartwright-Taylor et al., 2022; Xie et al., 2018). For intact rocks, it
has been shown that seismic velocities change in response to stress, for example, due to
compression of the rocks (Barnhoorn et al., 2018; Winkler & Nur, 1979). In particular, it
has been shown that the coda of the acoustic wave traveling through the medium is ex-
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Figure 5.1: Cartoon of fault movement and the corresponding laboratory seismic/ fault reactivation stages.
Fault instability and movement occur when the shear stress τis larger than the shear strength τs .

ceptionally sensitive to changes in the microstructure (Snieder et al., 2002; Stähler et al.,
2011; Zhang et al., 2012; Zotz-Wilson et al., 2019), where the use of coda wave interferom-
etry can predict the onset of failure before the stress drops in intact rock loaded under a
constant rate. However, only a very limited number of laboratory fault sliding studies in-
cluded continuous active ultrasonic monitoring (Kaproth & Marone, 2013; Passelègue et
al., 2018; Shreedharan et al., 2019, 2020, 2021a; Veltmeijer et al., 2023). Moreover, these
studies focused only on the elastic wave velocity and changes in amplitude for sliding
on smooth faults. Results show precursory changes in elastic wave velocity (Kaproth &
Marone, 2013; Passelègue et al., 2018; Veltmeijer et al., 2023) and amplitude (Shreedha-
ran et al., 2019, 2020, 2021a; Veltmeijer et al., 2022) during the pre-seismic phase of fault
reactivation (Figure 5.1). However, the relations between these changes in the elastic
wave properties and the mechanisms of precursors to failure remain poorly understood.
Moreover, it is unknown if monitoring techniques based on arrival time and amplitude
would still work for complex, rough fault surfaces, which can be considered more rep-
resentative of natural fault zones (Frank et al., 2020). Given the success of coda wave
interferometry on detecting oncoming failure in intact rocks, we also test the possibili-
ties of coda wave interferometry for monitoring the laboratory seismic cycle with differ-
ent fluid injection protocols in smooth and rough faults. This chapter aims to monitor
slip by identifying precursors from the temporal evolution of ultrasonic seismic waves
and to understand the connection between precursors and mechanisms of failure. We
present the results of injection-driven reactivation of fault experiments in combination
with continuous active ultrasonic monitoring. Fluid pressure was increased cyclically
and stepwise to induce slip on the critically stressed saw-cut and in-situ faulted perme-
able Red-Felser sandstones

5.2. MATERIALS AND METHODS

5.2.1. ROCK SAMPLES
Red Felser sandstones were used in the experiments. These sandstones originate from
the Rotliegend formation, which is the same formation as the Groningen reservoir sand-
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stones, and are obtained from a quarry near Kaiserslautern, in Germany (Naderloo et al.,
2023; van Uijlen, 2013). The rock properties, specifically lithology, porosity, and perme-
ability, of the Red Felser are very similar to the Slochteren sandstone (Eradus, 2019). The
intact rock samples have a porosity of 21.4% ± 0.7% and were 30+/-0.1 mm in diameter
and 70+/-0.1 mm in length.

5.2.2. EXPERIMENTAL PROTOCOL

The experiments were conducted using a Hoek-cell, a triaxial apparatus (Figure 5.2)
which is placed in an in-house built uniaxial loading frame with a 500 kN loadcell. Con-
fining pressure and pore fluid pressure were maintained using an ISCO pump model
100DM. Fluid pressure was imposed at the bottom of the sample but was measured at
the top and bottom of the sample. The difference in fluid pressure between top and
bottom was within +/-0.2 MPa. We recorded the shortening of the sample using two So-
lartron AX/1/S linear variable displacement transducers (LVDTs) with a +/-0.1 µm pre-
cision. All displacement data was corrected for elastic machine and piston deformation
afterward.

Four types of experiments were performed using two fluid injection protocols, namely
stepwise and cyclic fluid injection, on smooth and rough faulted samples. By performing
multiple repeat tests for the different configurations, the consistency of the acoustic re-
sponses has been confirmed. The first sample type has a smooth saw-cut fault, cut at an
angle of 35 degrees to the vertical axis (i.e., similar to Ye and Ghassemi, 2020). The tips
of the saw-cut plane were slightly rounded to prevent breaking of the edges, resulting
in an approximately elliptical fault surface of 45mm +/- 0.7mm in length and 29.6mm

Figure 5.2: Left: Scheme of Hoek-cell used for triaxial experiments (not to scale). Right: scheme of loading
and injection protocol for the saw-cut (top) and fractured (bottom) samples. In both cases, protocol A shows
stepwise injection and protocol B cyclic injection. The loading plate is fixed during injection, hence the axial
stress is allowed to drop during fault reactivation due to fluid injection.
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+/- 0.1mm in width (Figure 5.3a). The second sample type has a rough fault created in-
situ in the laboratory assembly, which is assumed to be more representative of natural
rough faults. Prior to testing, all samples were vacuum-saturated with tap water. For the
sample with a rough fault, prior to injection, we fractured an intact sample at 10 MPa
confining and 5 MPa fluid pressure. After the fracture was formed, loading of the sample
was continued in displacement control for 2 min to eliminate cohesive strength and to
slightly open the fracture, to promote slip along the created fracture during the injection
stage of the experiment. After creating the rough fault, the experiment proceeded with
the same loading and injection protocol as the saw-cut fault samples (Figure 5.2).

Before the fluid injection protocols starts, all faulted samples were stressed to a con-
fining pressure of 33 MPa and 5 MPa fluid pressure. Note that the confining pressure (σ3

= σ2) was held constant during the entire experiment. Then the sample was loaded with
a constant vertical strain rate of 0.0005s−1 until the stress-strain curve starts to deviate
from linearity (the start of fault reactivation), and reaching a critical stressed condition
of the shear stress (τ) (Wang et al., 2020; Ye & Ghassemi, 2020). Here the position of the
axial loading press was fixed and held constant. After 10 minutes waiting time, to allow
the settling of the sample and assembly, the fluid injection started.

In the first protocol, the stepwise injection (A in Figure 5.2), the fluid pressure was in-
creased stepwise by 5 MPa at a rate of 2 MPa/min with 5 min of waiting time in between
each step until the maximum pressure of 28 MPa was reached. In the second protocol,
the cyclic injection (B in Figure 5.2), the fluid pressure was returned to the initial pres-
sure of 5 MPa after each increasing step (5 MPa above the previous pressure) of the fluid
pressure, and using the same rate of 2 MPa /min but with 3 min waiting time in between
each cycle. The fluid pressure was cyclically increased to the same maximum of 28 MPa.

After finishing the experiment, the sample with the created rough fault was removed
from the Hoek-cell and scanned in a Nanotom NF180 microCT scanner with a resolution
of (voxel size) 64 µm and processed using Avizo software.

Active ultrasonic seismic monitoring was performed on all experiments, simultane-
ously with the mechanical data acquisition. The waveforms were generated by an Agilent
33210A waveform generator, amplified by an RF Power amplifier, sent and received using
Olympus 1MHz/.5” v153 transducers, and finally recorded using a Yokogawa DL9240L

Figure 5.3: Pictures of (dried) samples before (a) and after the experiment was finished (b and c). Note that the
tips of the saw-cut are ground off <3 mm, but the overall shape is still elliptical, with dimensions [45mm +/-
0.7mm / 29.6mm +/- 0.1mm]. The middle (b) shows a sample after stepwise injection and the right (c) after
cyclic injection. The formed gouge is visible as the patchy whitish powder on the saw-cut fault surface. The
patterns of final gouge distribution were different after each experiment, without any relationship to experi-
mental parameters.



5

68 5. PRECURSORY SIGNALS TO INJECTION INDUCED FAULT REACTIVATION

oscilloscope. The transducers are integrated into the pistons of the loading system. Two
S-wave transducers were used, with the source at the top and the receiver at the bot-
tom of the samples. The transducers were placed such that the polarization of the shear
source and receiver was aligned. The peak operating frequency of the S-wave transduc-
ers is 1 MHz and the ultrasonic signals were recorded every 3 seconds for 100 µs. To
increase the signal-to-noise ratio, every recorded waveform is a stack of 256 S-waves,
each sent 4 ms apart (Figure 5.4a).

5.2.3. DATA ANALYSIS
During the experiment, signals were logged for force (N), confining pressure (bar), dis-
placement (µm), pore fluid pressure (bar), wave arrival time (s), and amplitude (volt).
The shear stress (τ), friction coefficient (µ), and effective normal stress (σn) along the
fault plane are determined using the principal stresses, σ1 and σ2 = σ3, derived from the
force and confining pressure data respectively, and the fluid pressure (P f ) as given by

µ= τ

σn −P f
, (5.1)

with,

τ= σ1 −σ3

2
sin2α, (5.2)

and,

σn = σ1 +σ3 −2P f

2
− σ1 −σ3

2
cos2α, (5.3)

where σ1 and σ3 are the axial and radial stress respectively, and α is the fault angle
with respect to the vertical (Byerlee, 1967; Wang et al., 2020). The τ and σn are corrected
for a changing contact area of the fault due to fault slip. The fault slip (s) is determined
from the total axial displacement (∆lLV DT ), corrected for the displacement of the loading
machine (∆lMD ), and the rock matrix (∆lRM ) (Wang et al., 2020), as follows:

s = ∆lLV DT −∆lMD −∆lRM

cosα
. (5.4)

The displacement of the loading machine (∆lMD ) and rock matrix (∆lRM ) can be
estimated using the stiffness of the machine (KM ) and rock matrix (Kr ock ), and the force
drop (FN ), rewriting Equation (5.4) into:

s =
∆lLV DT − FN

KM
− FN

Kr ock

cosα
. (5.5)

For the stiffness of the machine and that of the rock matrix we performed a series
of calibration experiments using aluminium reference samples and intact rock samples.
The recorded waveforms are analysed using the maximum transmitted amplitude of the
recorded P- or S-wave as transmissivity T = |Amax | (Shreedharan et al., 2020). In ad-
dition to the arriving amplitudes, coda wave interferometry (CWI) is used to monitor
the velocity change between two recorded waves. The theory of CWI as presented by
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Snieder, 2006 states that the unperturbed wavefield uu(t) can be written as a sum of all
possible paths (P ) the waves can travel through the medium, where t is time and AP (t) is
the wave along travel path P :

uu(t ) =∑
P

AP (t ). (5.6)

Each scatterer in the medium is assumed to have stationary properties. Therefore,
the scatterer does not change its size, shape, density, and velocity. Additionally, the dis-
tance between the individual scatterers is assumed to be much larger than the domi-
nant wavelength (l » λ). The major difference between the wavefields, when the medium
changes over time, is the arrival times of the waves propagating along each travel path
P . The perturbed wavefield up (t) can thus be represented as

up (t ) =∑
P

AP (t −δtP ), (5.7)

where δtP is the travel time change along the path P . This implies that the per-
turbed wavefield shows only a change in time and does not change the dispersion of the
wavefield. By comparing the wave fields the variations in the medium can be assessed.
The cross-correlation coefficient is a common measure to quantify these variations. The
cross-correlation coefficient (CC) for a time window of width 2tw and centered around
time tk is given by

CC (ts ) =
∫ tk+tw

tk−tw
uu(t )up (t + ts )d t√∫ tk+tw

tk−tw
u2

u(t )d t
∫ tk+tw

tk−tw
u2

p (t )d t
. (5.8)

The cross-correlation coefficient (CC) reaches its maximum if the travel time pertur-
bation δt across all possible perturbed paths P is

δt = ts . (5.9)

The velocity change can be written as the average slope of δt versus t , assuming the
time shift is constant in the considered time window, as follows:

δv

v
=−δt

ts
. (5.10)

To investigate the changes in material scattering, the decorrelation coefficient (K) is
determined. The method of coda wave decorrelation (CWD) introduced by Larose et al.,
2010 is based on the theory of Snieder, 2006. The decorrelation coefficient is formulated
as

K (ts ) = 1−CC (ts ) = 1−
∫ tk+tw

tk−tw
up j−N (t )up j (t + ts )d t√∫ tk+tw

tk−tw
u2

p j−N
(t )d t

∫ tk+tw
tk−tw

u2
p j

(t )d t
, (5.11)

where N is the number of measurements the reference wavefield up j −N (t) is lagging
behind the to-be-correlated wavefield up j (t) (Figure 5.4b). For continuously monitoring
the evolving scattering medium, a moving reference wavefield is used (c.f. Grêt et al.,
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2006; Zotz-Wilson et al., 2019). The decorrelation coefficient K is related to the changes
in material scattering due to the addition or removal of scatter(ers) in the medium (Planès
et al., 2014, 2015). The coda waves seem random due to the complex paths they take
through the medium, but the changes they are subjected to are strongly related to the
position and strength of the changes in the medium (Planès et al., 2014). The scattering
in a medium along the transport mean free path l can be described using the cross-
sectional area of a single scatterer Va and the density of scatterers ρ (Planès et al., 2014).
The total scattering coefficient, as described by Aki and Chouet, 1975, is given by

g0 = ρVa = l−1. (5.12)

Following the theory of Aki and Chouet, 1975, we can rewrite the coda decorrelation
in terms of the scattering coefficient (g0) between a perturbed (p) and unperturbed (u)
medium (Zotz-Wilson, 2020).

K (t ) = v0

2
t |∆g0p−u |, (5.13)

where K (t ) is the theoretical decorrelation coefficient, t the time in the coda, and v0

the velocity in the medium. Using a rolling reference (N=1), the changes in the absolute
value of |g0| are monitored as a rate of change (e.g., Zotz-Wilson, 2020).

Figure 5.4: Example of a recorded waveform (a) showing the arrival time of the P-wave (tP ) and of the S-wave
(tS ) as well as the maximum transmitted amplitude of the S-waves. The length of the coda is indicated by the
box and starts at t = 1.5tS . Part of the coda is enlarged in (b) to illustrate the shift in the coda over time, showing
the to-be-correlated wavefield up j (t) and the reference wavefield up j −N (t) with N = 1 and 20.
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5.3. RESULTS

5.3.1. FAULT SLIP BEHAVIOUR

From the principal stresses, increasing fluid pressures, and area of the fault plane, the
evolution of friction coefficient µ is estimated for the saw-cut samples (Eq. 5.1, Figure
5.5a, c, Figure 5.6a, c). It is assumed that the whole fault plane accommodates slip in
each event (see a zoomed view of a single step in Figure 5.6a, c). As µ increases dur-
ing fluid pressurization, frictional strengthening is visible for the two different injection
patterns (shaded green in Figure 5.6). At the onset of fault reactivation, µ deviates from
linearity (start of yellow shaded area in Figure 5.6) and drops (shaded red in Figure 5.6),
simultaneously with the shear stress, when the fault slips. During each slip event (red
shaded areas in Figure 5.6 and Figure 5.8), the slip velocity rapidly accelerates to a max-
imum sliding velocity. Stick-slip events with peak slip velocities below 1 mm/s are de-
fined as slow stick-slip events (Wang et al., 2020). The maximum slip velocities observed
are <6.5 µm/s, therefore all recorded slip events in these experiments are slow stick-slip.
After reactivation of the fault, µ continues to increase with continued fluid pressuriza-
tion (shaded blue in Figure 5.6). During this stage, µ is not affected by fault slip, as the
fault continues to slip with low background velocities of ≈ 0.8 µm/s. At the end of each
injection step, a gradual drop of µ indicates sample relaxation. During the rest in be-
tween injection periods, the slip velocity drops to creep velocities near zero (< 0.1∗10−3

µm/s), until a new injection stage starts. In general, the rough fault exhibits very similar
behaviour during cyclic injection (Figure 5.5c, d, and Figure 5.7c, d). However, during
cyclic injection, the slip events show larger and more abrupt drops in τ, µ, and peaks in
slip velocity. But after the slow stick-slip event, similar low background velocities of ≈ 0.8
µm/s are recorded, and in between injection events the rates drop to near zero as well.

The exact area of slip in the rough fault and how it changes during slip is unknown,
therefore the evolution of the friction coefficient on the rough fault can’t be estimated.
However, using the evolution of shear stress and displacement, we can still observe the
following. Slow slip is observed along the fault plane with peak velocities well below
the velocities observed for slip on a saw-cut fault (Figure 5.9). After the slow slip event
reactivation (shaded red in Figure 5.8), sample relaxation causes the slip velocity to drop
to creep velocities near zero (< 0.1∗10−3 µm/s) until a new injection stage starts, similar
to the saw-cut faults (Figure 5.8). Also on rough faults, the slip velocities are again higher
for cyclic than for step-wise injection, however, the difference is less substantial than
observed for slip along the saw-cut fault (Figure 5.9). During the last stepwise injection
step a large stress drop occurred, and when taking the sample out it had an additional
fracture. Therefore, the last step of the stepwise injection needs to be disregarded in the
fault slip analysis.

5.3.2. (MICRO-) STRUCTURAL OBSERVATIONS

The fault plane of samples shows damage after the reactivation experiments. Most of
the gouge forms during fault slip, due to shear slip, significant grain size reduction took
place, resulting in fault gouge formation (Figure 5.3). During sliding, the quartz grains
at the surface are crushed, and the resulting fault gouge coats the fault plane upon post-
experimental sample retrieval.
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In the saw-cut experiments, the contact of the fault plane can be considered rela-
tively smooth and a single contact in macro-scale. On the micro-scale, however, each
single grain contact acts as an asperity. This is also shown by the gouge which is dis-
tributed heterogeneously on the fault surface, suggesting that even the relatively smooth
surface of the saw-cut still has heterogeneous frictional properties across the fault (Fig-
ure 5.3). Each experiment comes out with its own distinct pattern of gouge distribution,
without obvious correlation to the experimental parameters.

After finishing the experiment with a rough fault experiments, a CT image (Figure
5.11) was made to show slices of the fault plane after finishing the experiment. Along the
fault plane, black areas are visible, indicating open pore space. There are also interme-
diately shaded grey areas, where the fault plane is harder to track. Image segmentation
by simple thresholding shows the approximate 3D view of the fault plane. It shows a
very irregular fault surface (Figure 5.12c), which forms a stark contrast to the simple and
straight saw-cut planes.

Figure 5.5: Evolution of mechanical and acoustic parameters during the reactivation of the saw-cut samples.
a and b show the results of the stepwise injection experiment. c and d show the results of the cyclic injection
experiment. a and c show the evolution of the shear stress τ, friction coefficient µ, and slip velocity along the
fault due to increasing pore pressure. b and d show the derivative of the transmissivity T and the evolution of
coda wave parameters K and dv/v. Slip event shaded in grey zoomed view visible in Figure 5.6.
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5.3.3. ULTRASONIC MONITORING

We first describe the results of the saw-cut experiments. Monitoring the evolving trans-
missivity T, a measure of the transmitted amplitude, was previously used by Nagata et
al., 2008 and Shreedharan et al., 2021a to track fault properties in direct shear experi-
mental setting, without considering the effects of pore pressure. It is known that pore
pressure has a large effect on the transmission of wave energy (Winkler & Nur, 1979).
This is also observed in this set of experiments, in which was observed that transmitted
amplitudes decrease and increase inversely with pore pressure. To investigate the more
subtle changes due to fault reactivation, the derivative of T is plotted (Figure 5.5b, d,
Figure 5.6b, d). This shows that during fault slip there is an accelerated drop in the trans-
mitted amplitude. During each slip event the sample is shortened, decreasing the direct
travel path of the wave, which should increase the amplitude. However, the transmissiv-
ity decreases with each injection step instead, and exhibits a faster rate during slip. We
observed gouge formation during experiments with slip. Theoretically, a thicker gouge
layer should attenuate waveforms travelling through the sample more than a thinner
gouge layer. Given that the transmissivity still shows a decrease during cyclic injection,
even while the pore pressure was returned to the initial pressure and including the short-

Figure 5.6: Zoom of single slip events (shaded grey in Figure 5.5) a and b showing the evolution of mechanical
and acoustic parameters during the reactivation of the saw-cut samples of the second slip event induced by
stepwise injection experiment and c and d the second slip event induced by cyclic injection experiment. The
shaded grey around the decorrelation coefficient K shows the standard deviation and the coloured shaded
areas in figures a to d indicate the four stages of fault reactivation, green: inter-seismic stage, yellow: pre-
seismic stage, red: co-seismic stage, and blue: post-co-seismic stage.
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ening of the sample due to slip, we infer this decrease to be due to additional attenuation
by ongoing gouge formation.

The small stress variations along the fault plane are interpreted and assessed by com-
paring the coda of the recorded wave fields, where a moving reference wavefield was
used (tN−1–tN ). Therefore the decorrelation coefficient K and velocity change dv/v are
monitored as a rate of change. Coda wave parameters K and dv/v respond to fluid injec-
tion, and increase and decrease in conjunction with the injection pattern, showing their
sensitivity to stress perturbation on the sample scale (Figure 5.5b and d, Figure 5.6b, d).
Within this background response to the change in sample stress during injection, an-
other trend is visible. The evolution of coda wave parameters K and dv/v show a strong
correlation to the slip velocity, with an accelerating increase before slip (yellow shaded
areas in Figure 5.6), an obvious peak during slip (red shaded areas in Figure 5.6), and a
reduction to background levels at moments of relaxation. The magnitude of these peaks
increases per cycle (Figure 5.5b, d) similar to the slip velocity (Figure 5.5a, c). This in-
dicates that dv/v and K are indeed sensitive to the slip velocity along the saw-cut fault
plane. As fault slip is a result of stress changes and the resulting loss of asperity con-
tact along the fault plane, we infer the changes in dv/v and K are results of changes in
fault contact on the microscale. T shows a similar trend to dv/v, showing an equivalent

Figure 5.7: Evolution of mechanical and acoustic parameters during the reactivation of fractured samples, or
rough fault. a and b show the results of the stepwise injection experiment. c and d show the results of the cyclic
injection experiment. a and c show the evolution of the shear stress τ, friction coefficient µ, and slip velocity
along the fault due to increasing pore pressure. b and d the derivative of the transmissivity T and the evolution
of coda wave parameters K and dv/v. The slip event is shaded in grey, zoomed view visible in Figure 5.8.
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sensitivity to the stress changes along a saw-cut fault.

Moving to the more complex situation of the rough fault, we observe that for the
rough fault, the T pattern changes per slip event (Figure 5.7b, d). Rather than decreasing
amplitudes prior to slip (Figure 5.6b, d), increasing amplitudes in the transmitted waves
are observed during and just before slipping along the rough fault (Figure 5.7b, d). A
similar observation can be made for coda parameter K (Figure 5.7b, d and Figure 5.8b,
d). The scattering along the more uneven slip along the rough fault causes an incoherent
signal from the decorrelation coefficient K (Figure 5.7b, d). While the general sample
scale pattern of fluid injection is still visible (Figure 5.7d), the more subtle trend with
accelerated increase during fault reactivation (observed in the saw-cut faults; shaded
yellow in Figure 5.6b, d) is lost by the more complicated slip along the rough fault plane
(Figure 5.7b, d). Nonetheless, the velocity change dv/v, however, is still showing the same
trends with slip velocity (Figure 5.8a, c). This suggests that the velocity change obtained
by the coda wave, which sampled the fault, still is a promising indicator for the pre-slip
and slip phase along the rough fault plane (shaded yellow and red respectively in Figure
5.8a, c).

Figure 5.8: Zoom of single slip events (shaded grey in Figure 5.7). a and b showing the evolution of mechanical
and acoustic parameters during the reactivation of fractured samples, or rough fault of the second slip event
induced by stepwise injection experiment and c and d the second slip event induced by cyclic injection exper-
iment. The shaded grey around the decorrelation coefficient K shows the standard deviation and the coloured
shaded areas in figures a to d indicate the four stages of fault reactivation, green: inter-seismic stage, yellow:
pre-seismic stage, red: co-seismic stage.
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Figure 5.9: Peak slip velocity for each injection (stepwise and cyclic) step for the saw-cut (SC) and fractured (F)
samples. The co-seismic phase for the rough fault (fractured samples) is more prolonged, the markers show
the potential start of the co-seismic phase whereas in the SC samples the peak in velocity coincides with the
co-seismic phase.

5.4. DISCUSSION
In the following, we will discuss the effect of injection pattern on fault reactivation and
measured waveforms. Then we go on to discuss the difference of the effectiveness of
ultrasonic monitoring for smooth versus rough faults, where we presume that the type
of roughness created by the faulting procedure is more representative for in-situ rough-
ness. Following, we will discuss the added benefit of using coda wave interferometry to
determine precursors to fault reactivation, and finally, we will discuss the implications
of our results for earthquake predictions.

5.4.1. EFFECT OF INJECTION PATTERN

By stepping or cycling the pore pressure, fault instability is reached multiple times. In
each cycle or step, when pore pressure stops increasing, we allow the system to re-stabilize
and reach a new equilibrium. By reducing the pore pressure each cycle, the fault plane
can relax and build strength caused by the compaction of the fault due to an increased
effective normal stress. (Figure 5.10). In cycles where pore pressure is reduced the fault
compacts further, and subsequently, more energy is needed to reactivate the fault. This
corresponds to an increase in the fault energy release, as observed by increasing slip ve-
locities in cyclic injection (Figure 5.9).

In the faulted samples, the grains on the fault surface are crushed during sliding and
pressuring of the fault, creating a gouge layer along the fault surface. This changes the
fault properties like the friction coefficient, which in the quartz-rich Red Felser sand-
stone, would be expected to have a frictional strengthening effect (Bakker et al., 2016;
He et al., 2013). We do observe continuous restrengthening of the fault throughout the
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experiment (Figure 5.10). Most of the gouge is expected to form just prior to and during
fault slip, when we expect to have the highest local stresses on the asperities and move-
ment, causing the observed grain size reduction (Figure 5.3). Seismic waves are increas-
ingly attenuated and scattered due to the gouge formation and due to the changes in
stress and movement and repositioning of the scatterers along the fault. These changes
were used as a precursor to fault reactivation during ultrasonic monitoring.

The peaks of decorrelation coefficient K, a proxy for the scattering coefficient (Eq.
5.12,5.13), during slip can be explained by an increased addition of scatterers, caused
by the fracturing, crushing and movement of the grains along the surface area of the
fault plane forming a progressively thicker gouge layer. The creation of this layer along
with stress release during slip also causes the drop in velocity dv/v, and the transmitted
amplitude T during fault reactivation. Both parameters peak during fault slip, afterward
they are fluctuating around a constant rate, similar to the observed constant slow slip
(Figure 5.5b, d). The slow stick-slip events induced by cyclic injection have a greater
amplitude and are more abrupt than for stepwise injection due to a greater release of
fault energy (Figure 5.5b, d and Figure 5.6b, d). This results in larger amplitudes in the
coda wave parameters K and dv/v, but also fewer sampling points per slip event.

Figure 5.10: Showing the relation between the principal stresses on the fault plane ‘colour coded’ by the applied
pore pressure; a) for the saw-cut stepwise injection experiment; b) for the saw-cut stepwise cyclic experiment;
c-d; for the fractured samples stepwise and cyclic injection protocol respectively. Indicative failure envelopes
are drawn for failure planes with friction coefficient µ is 0.8 or 1 and cohesion c is 0 or 7.
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Figure 5.11: CT sections cutting through the fault plane, showing the irregular shape of the rough fault plane.
Arrows point at the black areas, which indicate areas of more pore space, hence opening of the fault, and to
more greyish blurry areas, which show the interlocking and compaction areas along the fault. The red lines
show the horizontal and vertical position of the slices. The movement along the fault plane is caused by down-
ward sliding of the top half of the sample. The white arrows indicate areas of compaction (a and b) and areas
of opening (d and e). The direction of movement is indicated in c.

Figure 5.12: Image of the fault area, extracted from the CT images. This shows the irregular shape of the rough
fault plane. The gaps are stronger compaction areas of fault, which weren’t picked up in processing of the fault
area in the CT scans. C shows a jump in the fault plane after an area of compaction.
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5.4.2. EFFECT OF ROUGHNESS

The roughness of the fault plane illustrated by the CT image (Figure 5.11), implies the
fault plane has multiple areas of compaction (Figure 5.11a, b), where interlocking of as-
perities can occur, and areas of opening (Figure 5.11d, e). During slip, parts of such
a rough fault can lock, and the fault will locally compact, whereas it will dilate locally
there where the two halves move apart. Both phenomena could enhance resistance to
shear along the fault by interlocking asperities or dilatant hardening (Rudnicki & Chen,
1988). This increased cohesion of the fault (Figure 5.10b, d) and resistance to shear result
in more prolonged slow slip (Figure 5.8a, c) upon reactivation until the fluid injection is
stopped in which we observe fluctuating slip velocities, suggesting the overcoming of the
interface locking. In contrast, the saw-cut fault is smooth and could therefore slip more
easily in its entirety once fault instability is reached. Accordingly, we observe higher slip
velocities (Figure 5.9) upon reactivation and a short and larger stress drop (Figure 5.6a,
c), indicating short and fast reactivation with afterward continuous slow slip phase due
to continued elevated pore pressure and reduced effective normal stress reducing the
interface locking along the smooth fault (Alghannam & Juanes, 2020).

The effect of compaction and dilation along the rough fault can be discerned in the
ultrasonic data. Compaction will cause increasing acoustic amplitudes, whereas dila-
tion causes more attenuation of the waves and lower transmissivity. This interpretation
is consistent with the systematic differences in the increasing and decreasing behaviour
of T prior to fault reactivation (Figure 5.7b, d) of the rough fault. Where the decreasing
behaviour of T during fault reactivation of the smooth fault (Figure 5.5b,d) suggests the
detection of dilation along the fault plane, its increase suggests the detection of com-
paction. The scattering along the more uneven slip along the rough fault causes a more
incoherent signal from the K (Figure 5.7b, d). While the general pattern of fluid injection
is still visible (Figure 5.7d), the more subtle trend of fault reactivation is lost by the more
complicated slip along the rough fault plane (Figure 5.8b, d). Cartwright-Taylor et al.,
2022 described crack rotation with antithetic slip as an additional mechanism for local
stress rotation and slip, allowing shear along more unfavourably-orientated faults, which
among fracturing and crushing of the grains influence the scattering, therefore causing
a more incoherent K compared to sliding along the smooth fault surface, where we won’t
expect this fault rotation and antithetic slip.

5.4.3. PRECURSORS TO FAULT REACTIVATION

The direct shear experiments by Shreedharan et al., 2021a suggest a physical connec-
tion between ultrasonic evolution (amplitude and direct wave velocity) and variations in
healing, pre-slip driven asperity changes, and shear stiffening of wallrock. Their results,
similar to ours, suggested as well that the destruction of asperities and increase in frac-
ture density due to stress changes along the fault during and prior to fault slip is expected
to result in reduction in transmitted amplitude T and P-wave velocity. However, the work
done by Shreedharan et al., 2021a lacked the additional layer of complexity introduced
by the presence of pore pressure variations. Research by Passelègue et al., 2018; Winkler
and Nur, 1979, indicates that ultrasonic amplitude and velocity are influenced by pore
pressure. In this chapter and in Veltmeijer et al., 2022, we observe that pore pressure
increases have a large effect on the transmitted amplitude, emphasizing the importance
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of considering relative changes in transmissivity to infer the nuance introduced by small
variations in healing and interface locking along the fault.

The presented slip velocities can be categorized as slow slip (<6.5µm) or creeping
velocities (< 0.1∗ 10−3µm) (Figure 5.5 and Figure 5.7). These velocities are commonly
thought to be aseismic. However, experiments shown by Veltmeijer et al., 2023; Wang
et al., 2020; Ye and Ghassemi, 2020 show recorded micro seismic events with similar
slow slip velocities. Hence, some seismic energy has been released, and we will char-
acterize the fault reactivation according to the fault reactivation stages (Figure 5.1). By
analysing the temporal evolution of the coda waves, stress changes on the fault surface
can be identified, demonstrating the potential of coda waves to identify the stages of
fault reactivation: inter-seismic phase: linear stress build-up, the pre-seismic phase:
early creep/pre-slip, the co-seismic phase: stress drop and a continuous sliding phase
for the saw cut fault planes followed by a post-seismic phase at the end of injection: fault
healing (i.e. following the terminology and sequence shown in Figure 5.1). Our results
show that we can identify the pre-seismic phase of laboratory injection-induced fault
slip. By zooming on a single step or cycle, the K, dv/v, and T can be used to identify the
different stages of reactivation. dv/v reaches a new equilibrium after the start of injection
(Figure 5.6 and Figure 5.8), this can also be observed in the K and T for the reactivation
of the saw-cut fault. The linear stress build-up along the fault causes a constant drop in
velocity following the fluid pressure identifying as the inter-seismic phase (green shaded
area in Figure 5.6 and Figure 5.8). Once the fault plane starts to become unstable in the
pre-slip phase (yellow shaded area in Figure 5.6 and Figure 5.8) the dv/v, K, and T show
an accelerated decrease/increase in values (Figure 5.6) peaking at the co-seismic stage
(red shaded area in Figure 5.6 and Figure 5.8). These early changes in values deviate from
the change caused by increased pore pressure and are hence a proxy of the stress change
along the fault plane. Detecting the pre-slip phase could be a first step for forecasting the
upcoming fault reactivation as it is an indication of the upcoming co-seismic slip phase.

The drop in dv/v occurs over a narrow range, as well as the standard deviation in-
dicated in grey, hence it gives a fairly accurate indication of both the preparatory phase
and fault reactivation (Figure 5.6b). Due to the smooth fault, the stress release and fault
reactivation are rapid, and hence the preparatory phase is short. To reactivate the rough
fracture, more energy is needed, as some parts of the fracture aren’t favourably oriented
to move (Figure 5.11). During this extended preparatory phase, the drop in velocity re-
mains clear and shows the same pattern (Figure 5.6d), albeit a more noisy one due to the
more complex fault area. Using CWD, the decorrelation coefficient K, a proxy for grain
crushing or movement, is determined. This K clearly indicated the saw-cut fault reacti-
vation, however, when the fault plane becomes more complex, the K seems to be of little
use in detecting both the preparatory phase and fault reactivation (Figure 5.8c, d). A sim-
ilar conclusion can be drawn from the transmissivity. T in the rough fault initially showed
patterns similar to the saw-cut fault reactivation for the first injection step/cycle, but the
later steps differ. Even though monitoring of fault reactivation is more complex, and the
signal is noisier for the rough fault, using the dv/v, the pre-slip and co-seismic phase of
fault reactivation can still be determined. Due to the more prolonged pre-slip phase,
the forecast of the co-seismic stage can be done earlier as higher differential stresses are
needed to reactivate the rough fault.
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After the co-seismic stage, post-slip sliding is observed in the saw-cut reactivated
faults. As the fault remains prone to sliding due to continued fluid injection the fault
plane continues to slowly slip until fluid injection ends (Figure 5.6). No post-slip during
the injection is observed as the rough fault continues to slip slowly (Figure 5.8), rather
than showing a short and rapid co-seismic phase (as happened for the smooth faults).
Once injection stops, the fault is not perturbed anymore, which signifies the start of the
post-seismic phase, during which the fault relaxes and can heal until the next step in the
injection protocol starts.

5.4.4. IMPLICATIONS FOR INDUCED SEISMICITY

In our constrained laboratory setting, we accurately identified the pre-slip phase using
a combination of parameters, including transmitted amplitude, and CWI parameters,
highlighting that velocity changes obtained from coda offer more precision in complex
situations compared to the amplitudes. This suggests the potential inclusion of coda
wave interferometry in forecasting fault reactivation, presenting an improvement for in-
put in forecasting models. Efforts, including machine learning models, have been made
to improve predictions of lab quakes (Laurenti et al., 2022; Rouet-Leduc et al., 2017;
Wang et al., 2022), also including transmitted amplitudes to the models (Shreedharan
et al., 2021b).

Upscaling these findings to real reservoir remains a challenge, even though pre- seis-
mic crustal velocity anomalies have been observed for a limited number of earthquakes
(Chiarabba et al., 2020; Niu et al., 2008). More work is needed to verify the usefulness of
the results for upscaled fault zone length, maturity, time, and complexity and extent of
the damage zone. From the engineering perspective it would require work on placement
of monitoring stations and monitoring frequency. Due to the fast nature of fault reacti-
vation in the laboratory, with pre- and co-seismic phases lasting seconds, monitoring
points during the pre-slip phase are limited due to equipment constraints. Neverthe-
less, assuming a one-to-one relationship between the laboratory and field scale, we do
see potential in this method for monitoring fault reactivation. In the laboratory, the pre-
slip phase spans only a few seconds, equivalent to a 5 MPa increase in pore pressure (or
a 5 MPa decrease in effective stress). Extrapolating this to the field, a similar pore pres-
sure change may take several days to weeks or more to build-up after which reactivation
occurs. This potentially would allow more time for measurements and forecasting. Our
work is performed in a carefully constrained laboratory setting, and does not take in ac-
count temperature, maturity or forward prediction of fault reactivation. We encourage
future experimental research in these directions as well as upscaling and field applica-
bility.

5.5. CONCLUSIONS

In this chapter, we aim to monitor fluid-induced fault slip in laboratory experiments
more accurately and understand the connection between precursors and mechanisms
of failure. By analysing the temporal evolution of the coda waves and seismic ampli-
tudes, stress changes on the fault surface can be identified, demonstrating the potential
of coda waves to identify the stages of fault reactivation as a possible basis for forecasting
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injection-induced fault-slip. The precursory signals obtained by coda wave interferom-
etry and decorrelation are compared for both a smooth saw-cut and rough fault.

It is shown that the CWI velocity change is most sensitive to the pre-slip phase and
fault reactivation. However, as all the compared attributes are obtained from the same
wavelet a combination of these properties shows that the stress changes along the fault
can be inferred with more accuracy. As a result, the combination may be useful for mon-
itoring faulted or critically stressed reservoirs that experience pore pressure changes.

The coda analysis and amplitudes are used to identify the different stages in the labo-
ratory seismic cycle, as precursors to fault slip and to give insight into reactivation mech-
anisms. Showing ultrasonic monitoring techniques can be used to detect the differ-
ent fault reactivation stages: inter-seismic phase: linear stress build-up, the pre-seismic
phase: early creep/pre-slip, the co-seismic phase: stress drop and a continuous sliding
phase for the saw cut fault planes followed by a post-seismic phase at the end of injec-
tion: fault healing.

Our experiments demonstrate the feasibility of active ultrasonic monitoring as a tool
to identify precursors to laboratory fluid-induced earthquakes. While these experiments
show the feasibility of the active monitoring method in a controlled environment in the
laboratory, and its potential to infer the pre-seismic phase, it does not yet include the
forward forecasting. The timing of the pre-phase, from detection to forward forecasting
and the added complexity from lab to field-scale should still be studied. The potential
to infer aseismic stress changes pointing toward seismicity from active ultrasonic cam-
paigns could be of added value to monitoring and forecasting (models).
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6
MONITORING STRESS VARIATIONS

IN LAYERED OFFSET SAMPLES IN A

TRUE TRIAXIAL SETTING

UPSCALED LABORATORY EXPERIMENTS

The induced seismicity in Groningen has prompted much research on fault reactivation
over the years. Both analytical and numerical models suggest that fault reactivation in
Groningen is initiated by the growth of small slip patches, which nucleate on the corners
of offset faults. However, these models have yet to be verified by laboratory studies. To
address this gap, a layered sample with an offset fault, designed to mimic the faults in
Groningen, is used to investigate slip nucleation in a laboratory setting. This experiment
tests the limits of the available laboratory equipment and demonstrates that the ultrasonic
monitoring method, employing coda wave decorrelation, can be used to infer local stress
variation along the offset fault induced by increased vertical stress (σ1) and pore pressure
variations.

The experiment described in this chapter has been a joint effort between Milad Naderloo and myself. The
experiments resulted in two datasets, this thesis focuses on the active acoustic dataset and the thesis of M.
Naderloo focuses on the mechanical dataset.
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6.1. INTRODUCTION
Induced seismicity, particularly in densely populated areas, can have a significant soci-
etal impact. An example of this is the gas production in Groningen which has induced
much seismicity over the years (Muntendam-Bos et al., 2022), causing damage to houses.
Knowledge about fault nucleation and rupture is needed to make hazard assessments.
Gas production over the years has led to pressure depletion (reduction of pressure) and
compaction, studies have shown that the decrease in pressure causes stress changes
within and around the reservoir (Hettema et al., 2000; Segall, 1989; Segall, 1992; Segall &
Fitzgerald, 1998). These poroelastic stress changes on pre-existing faults in the reservoir
can cause the fault to become unstable and slip, and possibly seismicity (Buijze et al.,
2019; Segall, 1989). Analytical (Cornelissen & Jansen, 2023; Jansen et al., 2019; Jansen
& Meulenbroek, 2022) and geomechanical modelling studies (Buijze et al., 2019; Buijze
et al., 2017) have shown reservoir offset by faults can enhance local stresses and pro-
mote slip. These studies show that in a reservoir along an offset fault, two aseismic slip
patches form at the inner corners of the reservoir, grow and merge, and become unsta-
ble resulting in nucleation of seismic slip (in Figure 6.1d the inner corners are indicated
by a triangle). They show offset has a big influence on where the slip nucleates as well as
whether the reservoir experiences depletion or injection. To visualize, Figure 6.1 shows
an example from Buijze et al. (2019), showing simulated stresses, and slip on the fault
during depletion along an offset fault, showing in Figure 6.1d, slip initiates from the in-
ner corners of the two reservoir compartments (where SCU > 1), whereas for injection,
this would be the outer corners (Jansen et al., 2019).

To our knowledge, at the time of writing, no experiments with an offset fault under
subsurface conditions have been performed to verify these models. In chapter 2 the
stress dependency on the ultrasonic recordings is shown as well as sensitivity to fault re-
activation in chapters 3, 5. The complementary use of the active and passive monitoring
methods has been shown in Chapter 4. Laboratory experiments allow systematic inves-
tigation of fault slip nucleation, by including both passive (acoustic emission) and active
acoustic (ultrasonic transmission) monitoring methods both the aseismic and seismic
part of fault reactivation can be detected and monitored. Upscaling to a 30 by 30 cm
sample size allows for the inclusion of layers offset by a fault. It serves as an intermedi-
ate step between small-scale focused laboratory experiments and the field. Coda wave
decorrelation analysis is used to investigate the effect of added complexity and scale on
the presented monitoring technique in the previous chapters and to monitor local stress
changes induced by stress and pore pressure cycling.

6.2. METHOD

6.2.1. SAMPLE

For these experiments, a layered sample is designed that incorporated a reservoir with
an offset fault (Figure 6.2). The sample consists of layers of mortar and sandstone, where
the fault offsets the sandstone reservoir by half of its thickness at a 70-degree angle to the
vertical axis (Figure 6.2A). The mortar is specifically selected to serve as a homogeneous
impermeable layer within the sample to maximize the contract between the sandstone
reservoir and the top and bottom layer and for its desirable stiffness. The mortar has
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Figure 6.1: Simulated stresses, and plastic slip on the fault during depletion of two reservoir compartments
with a 50-m offset taken from Buijze et al. (2019). The gray areas indicate the two reservoir compartments
offset by a fault. a) Pore pressure depletion in the fault, b) effective normal stress σ′

n , c) shear stress τ, d)
aseismic shear slip, triangles indicate the inner, and circles the outer corners of the offset reservoir and e) the
Shear Capacity Utilization, when SCU exceeds 1, slip is promoted.

approximately 3 percent porosity and virtually zero permeability. To ensure a hermetic
seal, which could hold up to 10 MPa pore pressure, the entire setup is enclosed within an
aluminium resin. Furthermore, an outer mortar layer is added to securely fit the assem-
bly into the experimental apparatus and aid the sealing resin layer in preventing pore
fluid outbreak from the reservoir layer (Figure 6.2). Each cast of mortar is followed by a
month in a curing room to prevent dehydration and crack formation in the mortar layers.
The properties of each material used are listed in Table 6.1. After finalizing the sample
assembly, the injection and depletion lines are drilled and a groove was cut out to ac-
commodate the fluid lines (Figure 6.2C, D). The Red Felser sandstones used are from the
Rotliegend formation formed during the early Permian and are from the same forma-
tion as the Groningen reservoir (Naderloo et al., 2023; van Uijlen, 2013). The sandstones
used in our experiments are from a quarry in the Palatine forest near Kaiserslautern,
Germany. The Red Felser sandstone is homogeneous and isotropic at the scale of a large
block (several decimetres in size), with an average porosity of 19%.

Material φ (%) E (GPa) ν (-) µ (-)
Sandstone 19 17 0.3 0.61

AL resin 0 5.2 0.34 -
Mortar 3 19.8 0.115 0.67

Sandstone-mortar - - - 0.62

Table 6.1: Material properties of the different layers in the sample, showing the porosity φ, Youngs modulus E,
poisons ratio ν, and friction coefficient µ
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6.2.2. LOADING AND ACQUISITION SYSTEM

The experiments have been performed in an in-house built true triaxial loading frame
(Figure 6.3). Each of the three directions consists of a side with a hydraulically driven
piston with a load cell integrated and a so-called door preventing any movement. The
pistons are load-controlled with a maximum capacity of 3500kN. Pore fluid pressure was
maintained using two ISCO pumps, model 500D, and the differential pressure was mea-
sured using an Endress + Hauser Deltabar, 0-4 bar range. Displacement is measured
using 6 in-house built linear variable displacement transducers (LVDT) with a range of
15 mm, each of the directions is measured using 2 LVDTs mounted at opposite corners
of the loading plates. These plates are in contact with the sample and are lined with
Teflon sheets. Holes into the plates leave space for ultrasonic transducers and their ca-
bles. A spring system is included behind the transducers to protect the transducers from

Figure 6.2: Sample design. In A the geometry and B to D pictures of the finished sample just before the test. In
B a front view of the sample including a rough sketch of the orientation of the fault and layers (Not to scale and
not on the exact position of the layers inside). In C and D the sides of the sample showing the pore fluid lines
into the reservoir. The estimated location of the transducers is spray-painted on the sample in B to D.
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the applied loads and ensure constant continuous coupling to the sample (Figure 6.4).
To improve the wave propagation and coupling between transducers and the sample, a
thin layer of Echo Ultrasonics, LLC wave coupling agent was applied. In total 20 Olym-
pus 1MHz/.5” ultrasonic piezoelectric transducers were used, of which 8 v153 (S-wave)
and 12 v103 (P-wave) transducers, which are arranged over the six sides of the sample
(Figure 6.5).

A Richter acoustic emission system is used to acquire the passive and active acous-
tic data. The Richter system is a 20-channel, 16-bit acquisition system. For the acous-
tic emission (AE) it provides simultaneous and synchronous sampling of all 20 input
channels. The AE channels were pre-amplified by 40 DB amplifiers. Using the ExStream
software, the (pre-amplified) continuous waveforms are recorded at a sampling rate of 2
MHz, and input impedance of 50 Ω for 1 min, after every min the software initiates an
active survey. The pulser amplifier system sends out a pulse with 45 V iterative through
the transducers, such that each of them acts as a source once while the other records for
1.0 ms, this active survey takes about 6 seconds, after which the ExStream will measure
continuous again for 1 min. This sequence of 1 min passive recording and 6 seconds
active survey was continued throughout the entire experiment. Afterwards, the continu-
ous waveform data was managed by the Insite Seismic Processing software and data was
converted to single waveforms, or events, using a predefined trigger logic. An event was
recorded if 2 or more transducers per plate exceeded a voltage threshold of about 150mV,
within a window length of 480 sample points.

6.2.3. EXPERIMENTAL PROTOCOL

Two experiments were conducted on the same sample, with a slightly different proto-
col (Figure 6.7). Both protocols include stress cycling and pore pressure cycles to reac-
tivate the faulted reservoir several times. The protocol was designed to verify the nu-
merical and analytical models of Buijze et al. (2019) and Jansen et al. (2019) to iden-
tify the slip initiation on the corners of the faulted reservoir, leading to slip along the
fault. The first protocol is based on a numerical model using the open-source multi-
physics numerical simulator GEOS, see Figure 6.6. The initiation of slip and growth of
the slip patches is analysed using Coulomb stress σc , which is defined as the difference
between the shear stress σshear along the fault plane and its shear strength σstr eng th as
σc = σshear −σstr eng th . When the σc > 0, the stresses along the fault exceed it strength
and slip is initiated. According to these results, slip patches should start to form un-
der σ1,2,3 = 10 MPa and Pp = 5 MPa stress conditions at the top and bottom corners of
the reservoir. No micro-seismicity, or acoustic emission was recorded during this experi-
ment when 10 MPa and 5 MPa pore pressure was reached, therefore the loading protocol
was adjusted and higher pressures are imposed, but repeating the last two cycles of the
first protocol (Figure 6.7). Throughout the experiment, σ2 and σ3 are kept equal and
constant at 10 MPa. During stress cycling the pore pressure was kept constant at 5 MPa,
and when the reservoir was depleted to 3 MPa the stress σ1 was kept constant.

Both loading protocols start with hydrostatically (σ1 = σ2 = σ3) loading the sample
to 7 MPa, and the pore pressure increased to 3 MPa. Then the hydrostatic loading con-
tinued to 10 MPa after which the pore pressure was increased to 5 MPa. Then the cyclic
loading and unloading starts.
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Figure 6.3: Schematic of true triaxial loading frame (not to scale). Each loading direction has 2 LVDT on op-
posite corners, (i.e. Z-direction or σ1, 1 LVDT is shown vertically in this scheme on the left of the block, the
other is situated on the back of the sample on the right side). The viewing direction is the Y-direction, or σ2,
with the pump at the back of the frame. The arrows show the loading direction of σ1 and σ3. The cylinder side
of each loading direction are labeled XC, YC, ZC these push against the fixed side, which are labelled XD, YD,
ZD. Each plate contains P- and/or S-wave transducers for acoustic monitoring visible in Figure 6.5. Pictures of
laboratory setup in Appendix A, Figures A.10 to A.12.

Figure 6.4: Schematic of acoustic monitoring system (not to scale). On the left the Richter system pre-
amplifying the outgoing and incoming signals. On the right the transducer in the loading frame, which is
protected from additional load by a spring and good coupling was ensured using a coupling agent. Picture of
laboratory setup in Appendix A, Figure A.13.
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Figure 6.5: Transducer configuration per side of the true triaxial loading frame, with in red the S-wave trans-
ducers and in blue the P-wave transducers, each direction (X, Y, or Z) is a mirror image. The cylinder sides
of each loading direction are labeled XC, YC, ZC these push against the fixed sides, which are labelled XD, YD,
ZD. Picture of laboratory setup in Appendix A, Figure A.13.
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In the first protocol (Figure 6.7) three cycles to 10 MPa with a rate of 1 kN/s, are per-
formed, with after each stress cycle a depletion cycle, decreasing the pore pressure to 3
MPa with a rate of 5 bar/min. After three cycles an extra increase in σ1 was added to
increase the differential pressure on the fault and increase the possibility of slip patches
formation. The pressure of this last cycle is significantly higher than what the modelled
pressure needed to induce local slip patches. The σ1 was increased to 17 MPa, upon
reaching this the pore pressure was released by opening the outlet valve creating a 5
MPa to 1 bar difference between in and outlet, after unloading the sample and stopping
the acoustic data acquisition.

The second protocol (Figure 6.7), repeats the last two stress and pore pressure cycles
of the first protocol, afterwards, the stress is cyclically increased by steps of 5 MPa. The
cycles in pore pressure are performed at the peak stresses of each stress cycle, but the
same in magnitude, the pore pressure is decreased to 3 MPa and increased to 5 MPa,
with a rate of 5 bar/min. Similarly, to the first protocol, the outlet valve was opened of
the pore pressure at the last stress cycle, after the pore pressure was increased to 8 MPa.
This was repeated 4 times, after which the sample was unloaded and the acoustic data
acquisition stopped.

During the first experiment, signals were only logged for wave arrival time (s), and
amplitude (volt), due to a software glitch. The first loading protocol is reconstructed by

Figure 6.6: Results of numerical modelling, (courtesy of Alek Novikov). Showing the model in A and the
coulomb stresses along the the fault in B for different loading steps. The corresponding loading of σ1, σ2
and σ3, and the pore pressure PP is shown in C. When the Coulomb stresses exceed 0, the fault slip is locally
promoted and slip patches are able to nucleate. In the last last two loading steps, Coulomb stress is larger than
0, starting at the outer corners of the fault, growing outwards.
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extensive notes, but the displacement measurements aren’t available. During the sec-
ond experiment, signals were logged for three directions of force (N), confining pressure
(bar), all directions of displacement (µm), pore fluid pressure (bar), and wave parame-
ters arrival time (s), and amplitude (volt).

Figure 6.7: Loading protocols. In A protocol 1 and in B protocol 2, showing the three principal stresses σ1, σ2
and σ3, and the pore pressure PP .

6.3. DISCUSSION OF RESULTS
No acoustic emission was recorded during the first experiment, with the loading proto-
col based on modelling results (Figure 6.6 and 6.7A). Therefore, either no micro- seismic-
ity was generated or the generated energy was too low or too attenuated to be recorded
and detected above the noise levels. Additionally to passive acoustic emission record-
ing, every minute active transmission measurements were performed. One recorded
wavelet of the three transmission pairs, with the highest signal-to-noise ratio (SNR), in
each loading direction, is visualized in Figure 6.8. To detect stress changes from the
recorded waveforms using coda wave decorrelation, a sufficient SNR is needed, oth-
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erwise, the stress changes might fall below the resolution of the data, as noted by Niu
et al. (2008), who using a similar approach using monitoring doublet near the San An-
dreas fault, didn’t detect an M2.6 event, but with better SNR data did detect a smaller M1
event. All the recordings on the X-plates show very high noise levels. The presence of
the fluid lines on these sides of the sample (Figure 6.2) causes reverberations and vibra-
tions during fluid depletion or injection, increasing the noise levels and overpowering
the waveforms in the σ3 direction (Figure 6.8C). Therefore, time-lapse analysis to anal-
yse the stress changes within the reservoir is only performed for the recorded waveforms
of the transmission pairs in σ1 and σ2 directions.

Figure 6.8: Recorded wavelets of survey 57 (at time 9938 sec), a transmission pair of each loading direction. A.
recorded wavelet from a P-wave transducer pair forσ1 direction. B. recorded wavelet from a P-wave transducer
pair for σ2 direction. C. recorded wavelet from a S-wave transducer pair for σ3 direction.

To assess the changing stresses within the sample coda wave decorrelation is used
(Eq. 1.6). The evolution of the decorrelation coefficient K (Eq. 1.8) throughout the stress
and pore pressure cycles is visualized in Figure 6.9 (this data including the standard de-
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viation and the evolution of the transmitted amplitudes can be found in Appendix A,
Figures A.9 and A.7). For the transmission pair receiver 3 and shot 7 (Figure 6.9A), which
measures in the σ1 direction, the K follows the σ1 stress cycles by increasing with de-
creasing stress and decreasing with increasing stress, similarly it follows the pore fluid
depletion and injection cycles. K shows sensitivity to the stress direction and monitor-
ing direction asσ2 has been constant throughout the experiment, and in this monitoring
direction (Figure 6.9B), K remains constant during the σ1 cycles but decreases with de-
pletion. Additionally, some hysteresis effects (i.e. the dependence of the state of a system
on its history) can be observed in this data (Figure 6.9). In the first depletion cycle, K de-
creases simultaneously with the pore pressure, while in the next two cycles, K decreases
at a later time when more depletion has already occurred. Such a hysteresis effect can be
observed for the last stress cycle (Figures 6.9A). During a longer hold time with constant
stresses, the sample is allowed to relax and settle, consequently, an increased amount
of σ1 is needed before K drops, indicating some hysteresis effect and the presence of
permanent (inelastic) deformation has occurred within the sample.

In chapter 5 fault reactivation is indicated by a large and sharp increase in K (Fig-
ure 5.5). The absolute change in value of K in this first experiment is very small (Figure
6.9), hence no significant perturbations within the sample have been detected by the ul-

Figure 6.9: The evolution of decorrelation coefficient K for a (P-wave) transmission pair during the first ex-
periment. A. in Z- or σ1 direction and B. in Y- or σ2. The blue line in A and B indicates the hysteresis effect
observed by K, due to depletion. The green line in A shows the hysteresis effect in the last stress cycle after a
longer holding time.
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trasonic transmission measurements. This can be explained in various ways, either the
monitoring isn’t sensitive enough to pick up any stress variation induced along the fault.
By upscaling the sample and adding layers, a large complex geometry has been created.
The sent and recorded waves will likely not sample the entire sample anymore, hence
local stress perturbation could more easily be missed. Another explanation would be
the limited measurement points. In the previous chapter it can be seen that the stages of
fault reactivation occur in seconds, in which K peaks before and during fault reactivation
and returns to a stable level afterwards, by measuring every minute, these rapid changes
before and during local fault reactivation can be easily missed. It can be concluded that
no significant stress changes have occurred along the fault plane. The numerical model
is based on laboratory-derived properties, but the modeled slip patches are small and
might not have been created under the current imposed stress levels. While K clearly
shows sensitivity to the imposed stress changes, the evolution of K shows no clear signs
of fault reactivation. Additionally, no acoustic emission was recorded, hence, it is un-
likely that the fault within the sample has moved or had local slip patches formed under
the imposed stress conditions of the first loading protocol.

During the second loading protocol, the vertical stress (σ1) was increased until the
limits of the machine to maximize the slip potential. Additionally, the software glitch was
resolved which resulted in the recording of displacement by the LVDTs (Figure 6.10). This
data does not show clear jumps or other signs of fault reactivation, but it is important to
note that this displacement is over the entire sample, hence it includes the displace-
ment of the sealing and mortar encasing. The total permanent deformation recorded
by the LVDTs is 0.6 mm (Figure A.8). Similar to the first experiment the transmission
pairs showing the highest signal-to-noise ratio in each stress direction (σ1, σ2, and σ3)
are chosen for time series analysis (Figure 6.11). Compared to the first experiment, the
recorded waveforms show higher recorded amplitudes due to higher imposed stresses,
and a single transmission pair in the X-direction exhibits a reasonable signal-to-noise
ratio, hence this pair is included in the coda wave decorrelation analysis.

Three acoustic emission (AE) events were detected during this second experiment.
These AE events, were recorded by transducers on single plates (Figure 6.12), within
a time span of 6 minutes during the last increase in σ1. Unfortunately the nucleation
point of the AE event could not be located due to an insufficient number of recordings.
Most of the events are recorded on the left side of the fault, suggesting most of the gen-
erated seismic energy was propagated towards the left side. The fault plane seems to
have acted as an attenuating barrier for the waves traveling through. Additionally, the AE
events weren’t recorded by the transducers in the Z-plates. In this σ1-direction, gener-
ated AE has to propagate through multiple layers (concrete and reservoir) (Figure 6.2A),
introducing reflecting layers, and attenuating the AE energy, potentially resulting in in-
sufficient AE energy to exceed the recorded noise levels. The timing of these events is
included in Figures 6.13 to 6.15, which show the evolution of K and the maximum trans-
mitted amplitude T of the recorded waves of a transmission pair in each loading direc-
tion.

Similar to the first experiment, the coda wave decorrelation coefficient K cycles through-
out the experiment following the stress and pore pressure changes in the σ1-direction
(Figure 6.13). Compaction due to increased σ1 leads to a decreasing trend in decorre-
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lation while the reverse, the opening of pore space, by creating fractures, increasing the
pore pressure or release of stress increases the decorrelation coefficient. It can be seen
that, while having a significant standard deviation, this trend is mostly followed through-
out the experiment.

The Kaiser effect is the effect in which new AE events are generated for stresses higher
than previous imposed stress levels, indicating new permanent deformation is formed
only when reaching new stress levels (Holcomb, 1993; Li & Nordlund, 1993). A Kaiser-
like effect can be observed in K and the transmitted amplitudes (T). These two param-
eters remain relatively stable during these two cycles, changing with the imposed stress
change, but returning to their original levels. After these two cycles, an overall decreas-
ing trend can be observed in K, and increasing in T. The first two cycles are a repeat of
the first loading protocol, hence, the sample was already exposed to these stresses. This
suggests any new permanent deformation is induced in the later cycles.

A similar directional dependence of imposed stress direction and monitoring depen-
dence is visible in K in the σ2 monitoring direction (Figure 6.14A), but less so for K in the
σ3 monitoring direction (Figure 6.15A). During depletion and injection, the K shows a
trough and the T a peak, this effect is reversed in the σ3 direction after the two repeat
cycles. As this direction is perpendicular to the fault, this reversed effect could be ex-
plained by opening or dilation of the fault due to increased pore pressure. The opening
of the fault would be towards the lowest stress direction σ3, while σ2 would remain the
same, as this is parallel to the fault plane.

Whereas in the first experiment, the absolute changes in K are very small, in this sec-
ond experiment some anomalies within the cyclic trend can be spotted. In Figures 6.13
to 6.15, yellow arrows indicate small jumps in K and T, at the same time as the recorded
AE events. This suggests that something happened along the fault plane. A local slip-
patch or audible creep has been induced by the high-induced stresses in the last cycle.
This local stress change along the fault led to a jump in the monitoring of K and T. Track-

Figure 6.10: Average displacement in each of the three principal directions Z = σ1, Y = σ2, and X = σ3 for the
second loading protocol. The average is of two LVDTs in opposite corners of the sample.
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ing back from this anomaly during the last cycle, other anomalies can be detected in
the evolution of K and T (one example is indicated by a blue arrow in Figures 6.13 and
6.14), suggesting more local stress changes along the fault plane are detected by the ac-
tive data. This can not be confirmed by micro-seismicity as no AE events are recorded at
this time, but these could be aseismic slip patches.

In the previous chapters, the samples were relatively small, and it was assumed that
the coda wave scattered through the sample and thereby samples the entire sample.
By upscaling the sample and a creating more complex geometry, this assumption is no
longer valid. The recorded waves are from a certain band around the direct transmission
(ray) path, hence they will not have sampled the entire sample/ fault, which in the pre-
vious chapter was assumed. This implies that local perturbations in the sample will be
detected by only the transmission pairs crossing this perturbed zone. Not all the trans-
mission pairs or measurement directions show an anomaly at the same timing, such as
the anomaly indicated by the blue arrow in Figure 6.13. The other two pairs, do not show

Figure 6.11: Recorded wavelets of survey 170 (at time 20287 sec, during last cycle), a transmission pair of each
loading direction. A. recorded wavelets from a P-wave transducer pair for σ1 direction. B. recorded wavelet
from a P-wave transducer pair for σ2 direction. C. recorded wavelets from a S-wave transducer pair for σ3
direction.



6.3. DISCUSSION OF RESULTS

6

101

Figure 6.12: Recorded acoustic emission. Blue wavelets at 15:28:48, black at 15:34:58, and orange at 15:35:07.
The other receivers didn’t record any wavelet detectable above the noise level.

Figure 6.13: The evolution of decorrelation coefficient K, and the transmitted maximum amplitude T for the
duration of the second experiment in the Z-direction (σ1 direction). Note the amplitude of the AE events can
be seen in Figure 6.12. Yellow arrow indicates anomaly in K or T at the time the AE events are recorded. Blue
arrows shows another anomaly in K or T, however no AE was recorded at this time.
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a clear anomaly in K and T at the same timing, implying this anomaly is a result of a
stress perturbation along the transmission path of this pair only.

Due to the lack of AE events recorded, the localization of possible slip patches and
the conclusion of slip formation around the corners of the reservoir is hard to draw. The
active acoustic survey for the second experiment shows multiple signs of possible slip,
but all but one cannot be verified by any AE recordings. These anomalies could very well
be aseismic, hence no AE would be generated, but due to the high noise levels recorded,
the K values show a rather large standard deviation, and some caution should be taken,
especially since due to this noise localization of the perturbation in the coda, as in Larose
et al. (2010) and Rossetto et al. (2011) was not possible.

Figure 6.14: As Figure 6.13, but for an experiment in the Y-direction (σ2 direction).

The possibility of monitoring stress changes on a larger scale, even inferring the im-
posed stress direction from the data, could be of added benefit in subsurface monitor-
ing. Local stress measurement directions in the subsurface are very scarce and these
could contribute to a better understanding of local stress distribution and variations in
the subsurface. In addition to induced stress change in the subsurface, the monitoring
method can be used to infer permanent deformation or hysteresis. In cyclic operations,
such as gas or hydrogen storage, permanent deformation should be detected as these
could result in less storage capacity or even leakage paths due to formed (micro-) frac-
tures.

These experiments have been a crucial first step in upscaling. However, upscaling
these findings to real reservoir scale remains a challenge. Only limited field studies,
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Figure 6.15: As Figure 6.13, but for an experiment in the X-direction (σ3 direction). Blue arrow indicates the
change in trend during depletion.

showing precursory signals to earthquakes, have been performed (Chiarabba et al., 2020;
Niu et al., 2008). Therefore more work is needed to address the resolution and scale dif-
ferences between laboratory and field. While detection of the exact damage zone, gouge
formation, or micro-crack could be of lesser importance on the grand scale of forecast-
ing earthquakes, these signals from laboratory measurements could improve the under-
standing of signals measured in the field. The transition from detecting stress changes
to accurately forecasting the timing and extent of fault rupture remains an ongoing task.
Additionally, efforts are needed to optimize the placement of monitoring stations and
determine the ideal monitoring frequency. Future experimental research in these direc-
tions as well as upscaling and field applicability is encouraged.

The active data demonstrates its added value by effectively monitoring stress changes
and potential aseismic slip, even though the data acquired from these experiments weren’t
as initially hoped for, i.e. the verification of slip patches as modeled by Buijze et al. (2019)
and Jansen et al. (2019) in this laboratory setting was not possible.

6.4. CONCLUSIONS AND RECOMMENDATIONS
Large true triaxial experiments are conducted on a layered sample containing a dis-
placed normal fault. Stress cycles and depletion cycles were conducted to induce fault
instability to prove analytical and numerical models on fault reactivation. While the ob-
jectives of monitoring and possibly predicting the local induced slip patches along the
fault plane were not met, the results show:



6

104 6. MONITORING STRESS VARIATIONS IN LAYERED OFFSET SAMPLES.

1. A large-scale experiment with depletion was successfully conducted.

2. Using active transmission measurements, stress changes, and the direction of these
can be monitored as well as hysteresis induced by stress and pore pressure cycling.

3. Three acoustic emission (AE) events were recorded on a limited number of trans-
ducers.

4. At similar timing, anomalies in the decorrelation coefficient K and the transmitted
amplitudes T can be observed suggesting detection of local stress changes along
the fault plane and possibly a slip patch.

5. Other anomalies in K and T can be observed when no AE events are detected. Sug-
gesting active monitoring detects (a)-seismic slip patches induced by local stress
changes along the fault, highlighting the added benefit of active monitoring.

The experiments performed in this chapter had in hindsight some shortcomings and
could be greatly improved. Hence a future attempt to prove the analytical and numerical
models in the laboratory could benefit from the following recommendation for improve-
ments of the experiment and sample.

1. Both the passive and active acoustic monitoring during this experiment were very
much affected by the placement of the fluid lines. By designing the inlet and outlet
in a different place, taking the placement and proximity of the transducers into
account, or including the fluid lines into loading plates, similarly to the ultrasonic
transducers and its wire, the interference with the acoustic measurements could
be minimized.

2. A step back, and a simplification is also recommended. By removing the outer
sealing layers, possible movement along the fault plane is not hindered by the en-
compassing sealing layers. One could induce fault reactivation solely by stress cy-
cling and would be able to measure displacement using the LVDTs and small strain
gouges which can be mounted along the fault plane. Removing the sealing layers
also reduces the number of attenuating and reflecting layers for wave propagation,
improving the odds of recording AE events, and improving the signal-to-noise ra-
tio of the active transmission measurements.

3. By improving the signal-to-noise ratio within the recordings of the active transmis-
sion survey, localization using the perturbation of the coda wave would be possi-
ble. This set-up provides illumination all around the sample, hence, the areas of
perturbations could be located, and even without AE recording an attempt of lo-
calizing the (a-seismic) slip patches could be attempted.

4. While models had shown slip patches were to be formed under certain stress regimes,
the second experiment shows only limited AE was recorded under much higher
imposed stresses. Measurements or investigations on how much of these stresses
imposed on the outside of the sample are transferred on the fault planes are rec-
ommended. Modification to the loading protocols could be necessary, the max-
imum stress can not be changed due to the machine limits but loading rates or
holding times could improve the experiment.
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7
CONCLUSIONS AND FUTURE

OUTLOOK

This chapter summarizes the most important findings of the previous chapters in re-
lation to the research objectives. The main aim of this thesis is to detect stress changes
before failure occurs using ultrasonic transmission measurements. This chapter will also
discuss future research recommendations based on the findings presented in this thesis.

7.1. CONCLUSIONS
In Chapter 2, ultrasonic transmission measurements during the failure of Red Felser
sandstones are presented. By loading these sandstones until they break, the changing ul-
trasonic parameters can be analysed. This is done at various confining pressures, mim-
icking different subsurface stress conditions. The coda of the time series of recorded
ultrasonic transmission wavelets is analysed using coda wave interferometry and also
the attenuation throughout the experiments is analyzed by looking at the changing en-
ergy and Q-factor of the transmitted waves. These results show a clear dependence on
stress changes and crack growth in the samples. Hence, these results can be used as pre-
cursors to detect upcoming failure in the samples from 40 to 70% of the failure point.
Small differences are observed in the precursors between the tested confining pressures,
but as the trends are very similar, a robust prediction of failure can be made by combin-
ing the various analysis techniques. In this chapter, a traffic-light forecasting system is
proposed using ultrasonic transmission monitoring which is applicable for forecasting
failure at various depths and or stress conditions, for a better prediction of small stress-
induced changes in the subsurface and thus mitigation of failure (and seismicity) in the
subsurface.

In Chapter 3, the monitoring method presented in Chapter 2 is extended to moni-
toring fault reactivation. Local stress variations along a fault plane can cause fault re-
activation, ultrasonic transmission monitoring of both P- and S- waves is used to detect
stress changes along the fault prior to reactivation and to improve the link between seis-
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mic precursors and the mechanisms of fault reactivation. Sandstone samples, includ-
ing a saw-cut fault, are cyclically reactivated by increasing the stresses on the sample.
By using different background pore pressures, different subsurface stress conditions are
tested. Analysing the evolution of P- and S-wave velocities, transmitted amplitudes, and
coda wave interferometry-derived velocity changes shows consistent precursory signals
for reactivation under varying stress conditions along the tested fault planes. The pre-
slip phase of fault reactivation is identified and linked to the physical processes of asper-
ity degradation and creep. Demonstrating a comparison to similar precursory signals
observed in the field, this chapter highlights the feasibility of time-lapse monitoring to
identify precursors to fault reactivation and establish a connection between structural
processes along the fault plane and seismic signals, contributing to the improvement of
future forecasting models.

In Chapter 4, active and passive acoustic monitoring are combined in cyclic stress-
driven fault reactivation experiments. Acoustic emission (AE) and ultrasonic transmis-
sion measurements are compared and combined to identify the different phases of stress-
driven fault reactivation, early aseismic creep (pre-slip), fault slip, and continuous slid-
ing. The precursory signals obtained from ultrasonic transmission analysis show in the
creep phase at 95% before failure, while the first AE signals are recorded at 97% before
failure. The precursory signal from the active method shown earlier is slightly more sen-
sitive to reactivation than the passive method, with the biggest advantage of being inde-
pendent of seismicity-generated movement along the fault. The chapter concludes that
combining both active and passive monitoring increases the accuracy of monitoring and
can lead to better seismic risk mitigation.

In Chapter 5, the ultrasonic transmission method is extended to fluid injection-driven
fault reactivation. Stress variations in the subsurface are often caused by variations in
pore fluid pressure. By increasing pore pressure in faulted sandstones fault movement
is imposed and monitored by ultrasonic transmission measurements. A comparison be-
tween smooth saw-cut faults and rough faults created by in-situ faulting of the samples
is made. By analysing the temporal evolution of the coda waves and seismic amplitudes,
stress changes on the fault surface can be identified, and the stages in the laboratory
seismic cycle inferred as a possible basis for forecasting injection-induced fault-slip:

• inter-seismic phase: linear stress build-up
• pre-seismic phase: early creep/pre-slip
• co-seismic phase: stress drop
• continuous sliding phase: constant stresses
• post-seismic phase: fault healing

A link between seismic precursory signal and mechanisms of failure is made. The precur-
sory signals are indicative of the destruction of fault plane asperities (gouge formation),
and the opening of the fault leading to decreased asperity contact. The CWI velocity
change is most sensitive to these processes during the pre-slip phase and fault reacti-
vation, especially when the fault plane is more complex (in the case of the rough fault).
However, as all the compared attributes are obtained from the same wavelet a combi-
nation of these properties shows that the stress changes along the fault can be inferred
with more accuracy. As a result, the combination may be useful for monitoring faulted
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or critically stressed reservoirs that experience pore pressure changes. The results of this
chapter show the feasibility of active ultrasonic monitoring as a tool to identify precur-
sors to laboratory fluid-induced earthquakes, contributing to seismic risk mitigation of
both induced and natural earthquakes.

In Chapter 6, two large-scale experiments are performed as a first step in up-scaling
the monitoring method of the previous chapters and to verify analytical and numerical
models. These models suggest that fault reactivation in Groningen is initiated by the
growth of small slip patches, which nucleate on the corners of offset faults. A layered
sample with a displaced normal fault, designed to mimic the faults in Groningen, is used
to investigate slip nucleation in a laboratory setting. Both stress and depletion cycles
are conducted to induce fault instability and reactivation while monitoring both actively
(ultrasonic transmission measurements) and passively (acoustic emission monitoring).
The changing stresses, and the direction of these, within the sample are observed in the
temporal evolution of the decorrelation coefficient K and the transmitted amplitudes T
as well as hysteresis induced by stress and pore pressure cycling. Only three acoustic
emission (AE) events were recorded on a limited number of transducers in the second
experiment. At similar timing small anomalies in the evolution of K and T are observed,
hinting at the detection of local stress changes along the fault plane. While no other AE
events are detected in the experiments, the active transmission measurements indicate
possible aseismic stress changes along the fault plane, highlighting the added benefit of
active monitoring.

In conclusion, this thesis demonstrates the monitoring potential of ultrasonic trans-
mission measurements. The method proves to be robust, effectively detecting different
stages leading to sample failure under various subsurface stress conditions. The sensi-
tivity of coda waves is highlighted throughout this thesis, revealing that by using coda
wave interferometry precursory signals can be obtained that might otherwise be over-
looked when solely focusing on direct arrivals. Moreover, this thesis emphasizes the
significance of attenuation as a strong indicator of stress variations. The combination
of these precursors enhances the robustness and overall effectiveness of the monitor-
ing method. Identifying stress changes in the samples from the precursors and linking
them with physical processes within the sample improves the understanding of the re-
lation between precursors and mechanisms of failure. Thus in this thesis the following
has been shown:

• The signals are very sensitive to induced stress changes. These precursors can
form the basis for a traffic-light warning system to failure.

• The precursory signals to stress-driven fault reactivation are very consistent under
varying stress conditions along tested fault planes and can be linked to physical
processes, such as asperity contact and degradation during the pre-slip phase.

• When fluid pressure variations are involved, the temporal evolution provides more
insight into stress changes along the fault surface than absolute change in value for
both rough and smooth fault surfaces.

• Combining passive and active monitoring methods enhances accuracy and aids
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in better seismic risk mitigation. However, the active method exhibits precursory
signals earlier and has the added benefit of monitoring possible precursors before
generated seismicity or aseismic movement.

• The attempt at upscaling and validating various analytical and numerical models,
while not entirely achieving the set objectives, sheds light on the complexity of
upscaling, especially in the context of complex geometry. Nevertheless, the mon-
itoring of stress changes, and potentially local changes, showcases the method’s
considerable potential, even in challenging scenarios.

7.2. FUTURE OUTLOOK
This research was prompted by the increasing number of induced earthquakes in the
Groningen area (the Netherlands). If technically feasible, the implementation of early
warning systems for seismicity could have significantly improved public perception and
societal acceptance of subsurface activities. Detecting stress changes before seismicity
generation allows for the timely implementation of mitigation measures. The present
inability to provide early warnings to failure underscores the urgent need for advance-
ments in monitoring and forecasting techniques. The ability to warn in advance, and/or
implement appropriate mitigation is crucial, not only for the Groningen region but also
for subsurface operations globally. This becomes particularly relevant as the subsur-
face plays a pivotal role in the ongoing energy transition (IPCC, 2023), encompassing
geothermal energy, CO2 storage, hydrogen production, and radioactive waste disposal.
Proactive monitoring can ensure the safe and responsible use of subsurface resources,
especially when these activities (e.g. geothermal energy) are situated in proximity of
densely populated areas. Experiences, such as in Basel, Switzerland M3.4 (2006) (Ter-
akawa et al., 2012), Pohang, South Korea M5.4 (2017) (Kim et al., 2018), or even Cali-
fornië, the Netherlands M1.7 (2018) (Muntendam-Bos et al., 2022), where induced seis-
micity recorded by passive monitoring has led to operational halts, shows the need of
a proactive monitoring approach. Active monitoring would not only aid in (perceived)
safety but could also ensure the uninterrupted operation of geothermal facilities or un-
derground CO2 storage, essential aspects of the transition from fossil fuels to renewable
energy.

This research provides valuable insights into the relationship between precursory
signal and reactivation mechanisms and holds promise for monitoring seismicity. Fu-
ture investigations are needed and should especially explore the broader applicability of
the monitoring method across different geological settings. Additionally, advancements
in upscaling the methodology for large-scale applications and refining prediction mod-
els can further contribute to the field. Research in this direction will ensure the continu-
ous improvement of monitoring techniques and their adaptability to diverse subsurface
scenarios.

On the upscaling part to field scale, Chiarabba et al., 2020 have shown velocity pre-
cursors to an M6.5 earthquake in Italy, using tomography using a classic seismic pro-
cessing technique to obtain velocity differences between the measurement times. Niu
et al., 2008 obtained pre-seismic velocity changes from the coda along the San Andreas
fault. Both Chiarabba et al., 2020 and Niu et al., 2008 show the potential of active moni-
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toring on the field scale. This thesis highlights the precursory signals from both the coda
waves and amplitude changes to fault reactivation observed in a laboratory setting. Fu-
ture research should delve into incorporating these additional parameters for a more
comprehensive upscaling approach. Resolution and scale differences between the labo-
ratory and the field should also be studied. Whereas in the lab very small stress changes
and structural changes, like gouge formation can be detected by active monitoring, on
field scale it is not expected to. The extent of stress differences on a fault measured,
and whether the resolution of the active monitoring is sufficient for forecasting, is an
important factor to be studied. Additionally, attention should be paid to the practical
application of upscaling. This thesis focuses on transmission measurements, which is
similar to the research of Niu et al., 2008. But in the foreseeable future, it is not feasible
to drill monitoring wells everywhere, hence research into the ideal monitoring set-up is
also recommended, especially into the possibility of using existing wells in reservoir and
geothermal applications. On a slightly smaller scale, active monitoring of failure could
be applied to monitoring the structural integrity of critical infrastructures like bridges.
An example of this is Epple et al., 2022, in which they measured the integrity of the Gän-
storbrücke bridge in Ulm, Germany for a year.

Another point of recommended research is forward forecasting. This thesis moni-
tors and shows the precursory signals to failure in hindsight, similar to what is often still
done in earthquake science (Picozzi et al., 2023). Current earthquake predictions are of-
ten probabilities describing the chance of an earthquake occurring in a certain region
over a certain time span. By using the increasingly improving computational capabili-
ties, improvements in forecasting can be made. Efforts, using machine learning models,
have been made to improve predictions of lab quakes (Laurenti et al., 2022; Rouet-Leduc
et al., 2017; Wang et al., 2022). Shreedharan et al., 2021 also included precursors from
active transmission monitoring in their models and showed improved forecasting. By
including inferred stress variation from active monitoring precursors in machine learn-
ing models, forecasts of the labquakes get better and better. However, the step to more
complicated setups and actual forward forecasting in real-time and field scale still needs
to be taken.
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A
ADDITIONAL DATA LARGE SCALE

EXPERIMENTS

In this appendix, additional figures and pictures featuring the laboratory set up are shown
for chapter 6: Monitoring stress variations in layered offset samples in true triaxial setting.

113



A

114 A. ADDITIONAL DATA LARGE SCALE EXPERIMENTS

Figure A.1: Spectrogram of the transmission pairs of Figure 6.8. The vertical load on the sample (σ1) and the
pore pressure are plotted on top. A. a P-wave transducer pair for σ1 direction. B. a P-wave transducer pair for
σ2 direction. C. a S-wave transducer pair for σ3 direction.

Increasing vertical stress (σ1) and changes in the pore pressure cause an amplifica-
tion effect around certain frequency bands (Figures A.1, A.2,and A.4). This shows the
influence of stress direction, as in Figure A.1B, and A.2B. The cycling pore pressure has
most influence, while increasing the stress perpendicular to the measuring direction has
minimal influence. The increased stress on the sample can cause less attenuation of the
transmitted waves (chapter 2). Changing coupling can also have a large effect on the
wave propagation, however, this should be a constant as the additional stress is com-
pensated for by the spring behind the transducers (Figure 6.4).
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Figure A.2: As Figure A.1, but for the transmission pairs of Figure 6.11.
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Figure A.3: Recorded wavelets of survey 170 (at time 20287 sec, during last cycle), Extra pair P-wave and S-wave
pair for σ1 direction and the σ3 direction.

In chapter 6, only 1 transducer pair is shown for each loading direction. This is a P-
wave pair in the Z- direction and a S-wave pair in the X-direction (the Y-direction only
has P-wave pairs). To be complete, the recorded waves, the spectograms, decorrelation
coefficient and transmitted amplitudes of a S- and P-wave pair for both directions are
shown in Figures A.3 to A.6.

Figure A.4: As Figure A.1, but for the transmission pairs of Figure A.3.



A

117

Figure A.5: The evolution of decorrelation coefficient K, and the transmitted maximum amplitude T for the
duration of the second experiment in the Z-direction (σ1 direction). Note the amplitude of the AE events can
be seen in Figure 6.12.

Figure A.6: As Figure A.5, but in the X-direction (σ3 direction).
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Figure A.7: The evolution of transmitted amplitude for (P-wave) transmission pair during the first experiment.
A. in Z- or σ1 direction and B. in Y- or σ2.

The maximum transmitted amplitude for the transmission pairs during the first ex-
periment are shown in Figure A.7. The amplitude follows the main stress changes in the
Z-direction, but doesn’t show a clear trend in the Y-direction. No clear indication to fault
reactivation within the first experiment is visible from this data set either.
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Figure A.8: Stress versus displacement for three directions. A. Axial stress versus deformation in Z direction
(σ1) showing inelastic deformation at the end of the experiment. B. Horizontal stresses versus deformation in
X and Y direction (σ3, σ2)

The inelastic deformation is visible in the stress versus displacement graph (Figure
A.8). In each cycle, some permanent deformation is visible. When returning to the orig-
inal stress levels, it can be seen that about 0.6 mm displacement was induced in σ1 di-
rection. The recorded changes in K during the first loading protocol are very subtle, and
are minimal compared to the standard deviation (Figure A.9).

Figure A.9: The evolution of decorrelation coefficient K, including the standard deviation for the first loading
protocol.
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Figure A.10: Pictures showing the true triaxial loading machine in the lab. The piston of the vertical load Z is
red, the yellow is the horizontal Y direction, and the blue the X direction. The opposite of the piston is the door,
blocking movement. In this experiment Z = σ1, Y = σ2, and X = σ3.

Figures A.10 to A.14 show pictures in the laboratory showing the loading machine
and installation of the sample.
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Figure A.11: Pictures showing a close up of the sample in the true triaxial loading machine in the lab. The
piston of the vertical load Z is red, the yellow is the horizontal Y direction, and the blue the X direction. The
opposite of the piston is the door, blocking movement. In this experiment Z = σ1, Y = σ2, and X = σ3. The
LVDT’s are indicated in A and B showing the orientation of the sample in the machine and the fluid lines.
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Figure A.12: Pictures showing the installment of the sample in the true triaxial loading machine in the lab.
The piston of the vertical load Z is red, the yellow is the horizontal Y direction, and the blue the X direction.
The opposite of the piston is the door, blocking movement. In this experiment Z = σ1, Y = σ2, and X = σ3. A
showing the fluid lines exiting the sample and the attachment to the differential pressure meter (dP meter) and
all the wires from the transducers going to the acoustic acquisition system. B showing the sample just before
installing it within the machine, note the plates are lined with Teflon sheets.
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Figure A.13: Pictures showing the acoustic measurement set-up. A showing the plates with the transducers. B
showing the Richter acoustic emission system, with the master computer on the top and directly below that 4
multichannel systems, below the screen the pulser amplifying system for amplification and active surveys and
on the side mounted to the blue sheets, pre-amplifiers. C the bottom side, without the top-plate, showing the
space for cables and transducers.
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SUPPLEMENTARY INFORMATION

Data availability.
The laboratory facilities at TU Delft were used to perform the experiments and record

the data (loading data and waveforms) used in this thesis. These data are accessible at
the 4TU.ResearchData repository.

• Chapter 2: Veltmeijer, Aukje; Naderloo, Milad; Barnhoorn, Auke (2023): Support-
ing data for the article “Forecasting of Rock Failure in the Laboratory using Active
Acoustic Monitoring Methods”. 4TU.ResearchData. dataset.
https://doi.org/10.4121/21557910

• Chapter 3: Veltmeijer, Aukje (2024): Supporting data for "Early detection of stress
changes and failure using acoustic measurements - Chapter 3 Precursory signals
to the onset of laboratory stress-driven fault slip through acoustic monitoring".
4TU.ResearchData. dataset. https://doi.org/10.4121/d5278a83-81d1-4a9c-8514-
3ce8cd8991f7

• Chapter 4: Veltmeijer, Aukje; Naderloo, Milad (2024): Supporting data for: "Active
and Passive Monitoring of Fault Reactivation under Stress Cycling". 4TU.ResearchData.
dataset. https://doi.org/10.4121/d40d3812-c3db-46bb-8394-24473c735b23

• Chapter 5: Veltmeijer, Aukje; Naderloo, Milad; Anne Pluymakers; Barnhoorn, Auke
(2023): Supporting data for the article “Monitoring and Forecasting Injection In-
duced Fault Reactivation and Seismicity in the Laboratory using Active Acoustic
Methods”. 4TU.ResearchData. dataset. https://doi.org/10.4121/b4d97366-a512-
4a93-9fe5-3cbda29fa9de

• Chapter 6: Veltmeijer, Aukje; Naderloo, Milad (2024): Supporting data for "Early
detection of stress changes and failure using acoustic measurements - Chapter 6
Monitoring stress variations in layered offset samples in a true triaxial setting".
4TU.ResearchData. dataset. https://doi.org/10.4121/38262dab-3eea-4991-87a0-
1b7e849efbfb
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