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INTRODUCTION

1.1 SEISMIC EVENTS

1.1.1 Primaries, multiples and surface waves

In the noise-free situation surface seismic responses consist of three main types of events, as
illustrated in Fig. 1.1:

- direct and surface waves
Waves that do not propagate downward, but travel laterally, just below the surface.
In the marine case this is the direct P-wave, which propagates from the source to the
receivers without reflection. On land there are more wave types involved that travel
along the surface, normally referred to as ground roll. In this thesis direct waves and
surface waves are not addressed; it will be assumed that they are removed in a first
processing step.

- primary events
Waves that propagate in the subsurface (downward and upward) and have bounced
(reflected, diffracted or refracted) only once.

- multiple events
Waves that propagate in the subsurface (downward and upward) and have bounced at
least twice before detection.
In the surface seismic situation, multiples defined by verrical bounces are more
important than multiples defined by lareral bounces. Therefore, in this thesis we will
address only the multiples that have bounced up- and down at least three times (up,

down, up); see Fig. 1.1.
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receivers

surface wave

multiple reflections

Fig. 1.1  The different type of waves that are measured in a seismic experiment.

In most seismic processing methods the seismic data is considered to consist of primary events
only. The influence of multiples, however, may generally not be neglected and should be
removed in a separate step.

For an example we consider the acoustic subsurface model of Fig. 1.2. Fig. 1.3a shows the pri-
mary response (no surface waves, no multiples) as a function of time for a source (frequency
content of 10-50 Hz, mixed phase) located at 2000m. The receivers are positioned along the
surface with a separation of 20m. The shot record experiment is repeated for different source
locations (separation of 20m) in order to illuminate the subsurface from different angles. Fig.
1.3b shows the multiple free pre-stack migration result for the shot records with the sources
located from 1000 to 3000m. The 4 primary reflections from Fig. 1.3a (marked with numbers
corresponding to the 4 interfaces in Fig. 1.2) have been properly imaged at the correct depths,
as can be observed when comparing Fig. 1.3b with Fig. 1.2
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z (m) 500 v=2000 m/s

v=3500 m/s

10004—

; v=2000 m/s :

v=3500 m/s
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t T t
0 1000 2000 3000 4000

Fig. 1.2 Subsurface model for the simulation of seismic surface data. The sources are located between
1000 m and 3000 m with a separation of 20 m.
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Fig. 1.3 a) Shot record without multiples for a source located at the marked position in Fig. 1.2
b) Multiple free pre-stack migration result for the shot records located between 1000 m and 3000 m.

As already mentioned, in reality a measured response from the earth consists of more events
than primaries only. Particularly, a large number of multiple reflections are present in the data.
One might argue that multiple reflections have lower amplitudes than the primary reflections
(as each bounce reduces the amplitude) and may therefore be neglected. Unfortunately this
negligence is not allowed in many situations, as for strong reflectors this amplitude reduction
is only moderate, especially when the free surface is involved. However, even more important
is the fact that the number of multiple reflections is much larger than the number of primary
reflections.
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Fig. 1.4  a) Shot record with multiples for a source located at the marked position in Fig. 1.2
b) Pre-stack migration result with multiples for the shot records located between 1000 m and 3000 m.
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In many situations primaries of the deeper reflectors can be totally obscured by the large num-
ber of multiples generated at the shallower reflectors. As a consequence, it is very difficult to
make a reliable interpretation of the seismic data, particularly with respect to amplitudes. To
illustrate this Fig. 1.4a shows a shot record at the same position as in Fig. 1.3a, but now with
all the multiples included. Even for this simple four-reflector example the number of events
has increased significantly and it may be difficult to distinguish between the primary and mul-
tiple events, particularly at the level of reflector 4 (target). After pre-stack migration of the
shot records with multiples the result is shown in Fig. 1.4b. Apart from the well imaged pri-
mary reflections, a number of false images from the multiples can be observed at the target,
which may lead to a seriously wrong interpretation. As seismic processing gradually changes
to pre-stack imaging, in stead of the standard post-stack processing, the correct amplitudes in
pre-stack data is becoming very important. As the influence of multiples in single-source data
is much larger than in a multi-source image, one of the first steps in a seismic processing
sequence should be to remove the multiple events from the shot records, in order to end up
with pre-stack seismic data that contains primaries only.

1.1.2 Different types of multiples

It is important to make a distinction between different types of multiples. For our purpose an
organization into two types will be made: the surface-related multiples and the internal multi-
ples. Surface-related multiples are those reflection events that have at least one bounce against
the free surface, i.e. they are those events that would disappear if the surface was totally
absorbing. Internal multiples are those events that have bounced at least three times (up, down,
up), without any reflection against the surface being involved.

The surface-related multiples can be subdivided into first layer multiples, first layer reverbera-
tions and “remaining” surface-related multiples:

— The first layer multiples are those multiple reflections that have not propagated in the
subsurface below the first layer; they are trapped in the first layer bouncing between
surface and first layer bottom, as is shown in Fig. 1.5a.

— The first layer reverberations are those multiple reflections that have propagated in
the subsurface below the first layer; they start and/or end with at least one extra round
trip in the first layer, see Fig. 1.5b.

— The remaining surface-related multiples are those events that start and end with a
reflection in the subsurface below the first layer, with at least one bounce against the
surface in between (Fig. 1.5¢).

— Finally Fig. 1.5d shows some internal multiples, being multiple reflections for which
the free surface is not involved.
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Fig. 1.5  a) First layer multiples b) First layer reverberations c) “Remaining” surface-related multiples
d) Internal multiples.

For marine data the first layer is the water layer and surface-related multiples, in particular the
water layer reverberations, play a very important role.

1.1.3 The reflecting surface

The method described in this thesis aims at removing all surface-related multiples from the
seismic surface data and leaves the primaries and internal multiples. It is important to realize
that the major amount of multiple energy in almost all seismic situations is produced by the
free surface (sometimes the major amount of al/ energy in the data is caused by surface-related
multiples). This is because the reflection coefficient of the free surface is -1, which causes each
upgoing event to be totally reflected at the surface, generating an additional (complex) illumi-
nating wave field. This is repeated over and over again. It causes a major train of surface-re-
lated multiples in the seismic section (see Fig. 1.6).To see the influence of the free surface on
seismic data Fig. 1.7 shows a zero offset section with and without surface-related multiples
that are simulated in the model of Fig. 1.6. Note the enormous reduction of events and the
improvement of the ability to make an interpretation of the data in Fig. 1.7b. The primary
reflections can be easily identified. The internal multiples (indicated with the arrows in Fig.
1.7b) are of minor importance.

x (m)

100 -
200 ~
z (m) 300 -
400 <
500 ,
600 ~ /s
700 -

T T
0 1000 2000

Fig. 1.6  The free surface fully reflects all upgoing energy, giving rise to a major sequence of surface-related
multiples.
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In many of the simulated and field data examples, that have been investigated so far, a similar
major improvement is achieved by removing the free surface multiples from the data. The det-

rimental effect of surface-related multiples on seismic data is not always realized in the seis-
mic industry.

1.2 OVERVIEW OF MULTIPLE ELIMINATION METHODS

The problem of multiples and how to deal with them is as old as the seismic method itself.
Many efforts have been made to remove multiples from the data and to preserve the primary

events. We have subdivided multiple suppression methods into filtering methods and wave
field methods.

The filtering methods assume that in seismic data the primary reflections and the multiples
have different properties. Based on those differences both groups are separated by a special fil-
tering process. The difference in properties, on which the discrimination is based, rely on
assumptions which are generally not fully met (e.g. whiteness of reflectivity series, different
move-out properties, 1D subsurface model). Therefore they might be risky to apply, removing
primary energy as well. On the other hand, they are very attractive in situations where those
assumptions are (approximately) valid, because of their efficiency.

We will review the predictive deconvolution and the differential move-out filtering methods.
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In wave field methods multiples are predicted using wave theory as well as subsurface infor-
mation related to the multiple generating layer. After the prediction step the multiples are sub-
tracted from the data. In general the wave field methods are more effective, but they are also
more expensive. Surface-related multiple elimination, which is the topic of this thesis, belongs
to this category. A unique property of the proposed surface-related method is that subsurface
information is not used for predicting the surface-related multiples.

We will discuss the wave field extrapolation and subtraction technique and, of course, the
newly developed wave field based surface-related multiple elimination technique.

For an overview of a multiple elimination strategy as part of a standard seismic data process-
ing sequence, see Hardy and Hobbs (1991). However, note that their strategy is based on the
objective to generate a multiple-free stack. The surface-related multiple elimination method
on the other hand yields multiple-free pre-stack data; it is therefore very suited as one of the
first steps in a pre-stack data imaging and inversion scheme, like the method proposed by the
DELPHI project, see Berkhout and Wapenaar (1990). But also the seismic inversion technique
as described by Tarantola (1987), which uses fitting of simulated with field data, can take
advantage of introducing an absorbing free surface. On post-stack stratigraphic inversion tech-
niques, like Duijndam (1988) or Gelfand and Larner (1983), remaining stacked multiple
energy may have a very negative effect and multiple elimination is an essential pre-processing
step.

1.2.1 Predictive deconvolution

Predictive deconvolution is a statistical technique that is generally used for two purposes:
wavelet shortening (wavelet shaping) and multiple elimination. It is based on the assumption
that a seismic trace consists of a deterministic and a statistical part. The deterministic part con-
sists of the source signature and the multiple generating process. The statistical part contains
the primary reflection sequence, that is assumed to be white, i.e. a flat power spectrum in the
frequency domain. The separation of these two is based on the assumption that the autocorre-
lation function of the seismic trace at non-zero shifts is only defined by the deterministic part,
as a white time series has a autocorrelation function which is equal to a scaled delta pulse.

A large number of publications on predictive deconvolution can be found in the literature. For
a clear description see Robinson and Treitel (1980). The deterministic part, which is the com-
bination of the wavelet and the multiple generating operator, is assumed to be minimum phase.
If the deconvolution is applied as a so-called gapped deconvolution, the wavelet is left
(largely) unchanged and only the multiple generating process is being corrected for. In that
case the wavelet does not need to be minimum phase. However, the separation of the wavelet
and the multiple generating operator is only possible if the gap (the periodicity of the multiples
to be removed) is larger than the wavelet length. For the gapped predictive deconvolution
there are in fact two variants: single- and double-gap filters. The first one is based on the
removal of the first layer multiples, being ideally 8(t)+r,8(t-t,), r; being the reflectivity of the
first reflector at traveltime t;.
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1y M o

v

Y PN 2Ly 2
a) b) ¢)

Fig. 1.8 Three variants of the predictive deconvolution operator a) Wavelet shaping deconvolution operator
b) Singie-gap deconvolution operator c) Double-gap deconvolution operator.

The double-gap deconvolution filter is designed for removing the first layer reverberations,
being ideally 8(t)+2r,8(t-t,)+r126(t-2t1). However, for small first interface reflection coeffi-
cients, the second term in the double gap deconvolution will be small, which causes the two
variants to give comparable results. Fig. 1.8 shows the three discussed variants of the predic-
tive deconvolution operators. Predictive deconvolution is generally applied to remove the first
layer multiples and reverberations simultaneously with a single-gap deconvolution. The gap is
designed to be roughly equal to the two-way traveltime in the first layer. A classical reference
for periodic multiple removal is Backus (1959). The predictive deconvolution method is still
very popular in seismic processing. '

Fig. 1.9 shows an example of predictive deconvolution on a 1-D modeled data set (horizontal
plane wave response from a horizontally layered medium). Fig. 1.9a shows a 4-reflector model
in which a horizontal plane wave response is simulated with all multiples included, see Fig.
1.9b. Even for this simple model it is difficult to distinguish primaries from multiples. After
applying single-gap predictive deconvolution the resuit is shown in Fig. 1.9¢. For this example
the exact first layer multiple periodicity has been used (0.4 s) with a filter length of 1, and the
autocorrelation function is calculated from the first 2 seconds of data only. The latter accom-
plishes that the predictive deconvolution process concentrates on the first layer multiples,
which are well removed (see the arrows in Fig. 1.9b). If the removal of the reverberations is
the main objective, a double-gap deconvolution is applied, resulting in Fig. 1.9d. Now the
autocorrelation function is computed from the full trace. Note that the first layer multiples (e.g.
at 0.8 s) are overcorrected now. The arrows point at suppressed first layer reverberations.
From this example it is clear that with predictive deconvolution no complete suppression of
both first layer multiples and reverberations can be done, due to the different generation sys-
tems. However, knowing the exact first layer multiple period t; and reflection coefficient r;, the
multiple removal could be done deterministically by applying the (frequency domain) opera-
tor (1+r1e_-'mt‘), then mute the first primary and apply this operator for the second time. With
the first filtering step one half of the first layer reverberations are removed plus the first layer
multiples, the second filtering step removes the other half of the reverberations. The result of
this deterministic approach is shown in Fig. 1.9e. This is exactly the 1D variant of the wave
field based extrapolation and subtraction technique (see section 1.2.3). Finally Fig. 1.9f shows
the response modeled without surface-related multiples. This would also be the result of our
surface-related multiple elimination scheme. Note that only the internal multiples are left.
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The main advantages of the predictive deconvolution technique are:
* It is computationally very fast, as it is applied on a single trace basis.
* It is very simple to apply, as it needs a minimum of user interaction.
The drawbacks of this method are:

* A reflectivity series is never perfectly uncorrelated, certainly not over a limited time
interval.

* The multiple generating system is assumed to be one-dimensional, resulting in a mul-
tiple periodicity which is constant along the trace. Therefore this method is most
effective on zero offset traces in an approximately horizontally layered medium.

* In situations were the underlying assumptions are not met, primary reflections may be
distorted and multiples are only partly removed.
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Fig. 1.9  a) Velocity and density function of a 1D 4-Reflector model b) Horizontal plane wave response with all
multiples included c) Response after applying single-gap predictive deconvolution d) Response after
applying double-gap predictive deconvolution e) Response after deterministic removal of the first
layer multiples and reverberations f) Horizontal plane wave response modeled without
surface-related multiples (resulting in primaries and internal multiples).
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Efforts have already been reported to extend the single trace predictive deconvolution tech-
nique to a multi-trace (pre-stack) deconvolution procedure, by which the varying character of
the multiple periodicity as a function of offset may be taken into account. This can be done in
the space-time domain where 2-dimensional deconvolution operators are designed and
applied, see Taner (1990). Another way to handle the multi-offset situation is to apply predic-
tive deconvolution in the tau-p domain. In this domain the periodicity of the multiples is con-
stant per p value for a horizontally layered model. This is investigated by Taner (1980) and
Durrani (1991). In section 1.2.5, Fig. 1.17, an example of deconvolution using the tau-p trans-
form is showed. However, note that an accurate forward and backward tau-p transform is
required to end up with the correct primaries in the space-time domain. Results show that
those extended predictive deconvolution methods improve the result for non-zero offset traces
indeed.

1.2.2 Differential move-out filtering and stacking

Another very popular type of multiple elimination is based on discrimination of primaries and
multiples by their different move-out velocities. The underlying idea is the assumption that for
a given zero offset arrival time a primary has a higher move-out (stacking) velocity than a
multiple. In order to make a separation of events with different move-out velocities possible,
the data is transformed to another domain, e.g. with a spatial Fourier transform or with a (lin-
ear or quadratic) Radon transform. In the new domain the separation step is done and the
inverse transformation is applied on the “primary” data.

A refined version of the Fourier based velocity filtering procedure is described by Ryu (1982).
He applies NMO correction on the CMP gathers with velocities that are in between primary
and multiple velocities. Primary events are therefore slightly overcorrected and multiples
undercorrected. In that way primary and multiple events map onto the positive and negative
k,-plane respectively. By zeroing the negative k,-plane, applying an inverse spatial Fourier
transform and removing the NMO correction, the multiples are suppressed. The velocity filter-
ing procedure is applied on pre-stack data, but in standard processing a stacking process will
always follow. In fact stacking alone has also velocity filtering capabilities, as the events will
be added along the primary stacking curves. All events with move-out properties which differ
from the primaries will destructively interfere by the stacking process. Generally the k,-plane
velocity filtering procedure is applied when stacking, together with predictive deconvolution,
is not sufficient; see also Hardy and Hobbs (1991).

A more recent approach of the velocity filtering technique takes advantage of the generalized
Radon transform, which adds the data along parabolic trajectories (after applying a rough
NMO correction to the data, which allows a parabolic description of the residual move-out
curves). In this way a better separation of primaries and muitiples can be achieved compared
to the k,-plane filtering technique, see Hampson (1986), Yilmaz (1989) and Kelamis et al
(1990).
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Fig. 1.10 a) Simulated CMP gather with primary and multiple events related to the model of Fig. 1.9a
b) Velocity panel related to a).

To illustrate the k,-plane filtering technique, Fig. 1.10a shows a CMP gather simulated in the
horizontally layered model, which has been built with the velocity and density function of Fig.
1.9a. The simulation has been done with an acoustic finite difference algorithm. Also a veloc-
ity panel of this CMP gather has been calculated, which is shown in Fig. 1.10b. The four pri-
maries have been indicated in Fig. 1.10. The important multiples in Fig. 1.10 have been
classified in the velocity panel. The water bottom multiples have the lowest stacking velocity.
The water layer reverberations have higher stacking velocities, somewhere in between the
water velocity and the primary stacking velocities. The surface-related multiples without the
first layer involved (the “remaining” surface-related multiples) have the highest stacking
velocities, but still lower than the primary velocities. The internal multiples have stacking
velocities in the neighbourhood of the primary velocities.

In the example of Fig. 1.10 the events can be separated in the velocity domain, except for the
fourth primary reflection around 1.8 s. There the primary and multiple are almost fully over-
lapping due to the velocity inversion in the model at 1500 m. On this dataset the velocity filter-
ing method via the k-plane was applied, rejecting all the events with stacking velocities less
than 90% of the primary stacking velocity curve (which is depicted in Fig. 1.10b).
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Fig. 1.11 a) Seismic CMP gather of Fig. 1.10a after applying the velocity filtering method, rejecting all events
with velocities lower than 90% of the primary event b) Velocity panel related to a).
Note that the reverberation at the arrow can not be separated from the primary interfering with it.

Fig. 1.11 shows the filtering result, together with its velocity panel. A lot of multiple energy
has been removed, although at the small offsets there are some remainings of multiple energy;
also the primaries have been distorted there. Note that the method described by Hampson
(1986) using the generalized Radon transform would have produced a better result at the
smaller offsets. However, those events that are overlapping in the velocity domain can never
be separated by any velocity discrimination method.

The advantages of the move-out filtering methods are:

* The calculations involved are rather simple, although it takes significantly more time
than predictive deconvolution. Using the generalized Radon transform involves more
elaborate calculations than the Fourier transform methods.

* It is possible to remove internal multiples, provided sufficient move-out differences
with respect to the primaries occur.
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* The output is pre-stack data (normally CMP gathers), allowing pre-stack processing
of the data after multiple elimination.

The disadvantages of the move-out methods are:

* If there is no sufficient move-out difference between primaries and multiples (e.g. in
areas with a significant velocity inversion), move-out related multiple elimination
does not work satisfactory.

* For the small offsets all events are approximately flat (the top of the hyperbolas).
Therefore, move-out techniques tend to destroy primary information at small offsets.

* For laterally inhomogeneous media, for which both primary and multiple events have
complex move-out curvatures, move-out separation is not practical.

* User interaction is necessary in order to make a distinction in the velocity panels
between primaries and multiples.

1.2.3 Wave field extrapolation and subtraction

The wave field based multiple elimination methods predict the multiples with extrapolation
techniques based on wave theory. They can be considered as a layer-oriented approach (in
contrast with our surface-related multiple elimination method, which is an interface-oriented
approach). References for this extrapolation method can be found in Bernth and Sonneland
(1983), Berryhill and Kim (1986) and Wiggins (1988).

With the wave field extrapolation and subtraction method the multiples related to the first layer
(i.e. the water layer in the marine case) are eliminated. If we consider the subdivision of multi-
ples as discussed in section 1.1.2, this method will eliminate the multiples of Fig. 1.5a and Fig.
1.5b. This is achieved by extrapolating the seismic data one round trip through the first layer
(down and up), by which primaries become first order reverberations, first order reverbera-
tions become second order etc. By subtracting these from the original data all first layer rever-
berations will be eliminated. In fact the wave field extrapolation and subtraction method is the
deterministic counterpart of predictive deconvolution.

The application of this method is shown in Fig. 1.12. The same data of Fig. 1.10a is consid-
ered. A shot record of this horizontally layered medium is identical to the CMP gather of Fig.
1.10a. After one extra round trip through the first layer, all events become one order higher
(Fig. 1.12a). If those events are subtracted from the original shot record (Fig. 1.10b), the result
is Fig. 1.12b. We see that the water bottom multiples (indicated with the arrows in Fig. 1.12a)
have been removed.
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Fig. 1.12 a) Seismic shot record of Fig. 1.10a after extrapolation one round trip through the first layer,
predicting the first layer multiples and part of the reverberations b) Shot record after subtracting the
predicied multiples from the original shot record. The arrows indicate predicted water bottom
multiples.

However, the water layer reverberations have been reduced to only half the original ampli-
tudes, as each reverberation occurs twice, see Fig. 1.13. For a horizontally layered medium
these dual reverberations exactly overlay (see Fig. 1.13a), but for lateraily inhomogeneous
media they appear as separate events (Fig. 1.13b). Note also that higher order reverberations
have also an increasing number of ways to occur; e.g. for a second order reverberation there
are three possibilities, for a third order reverberation there are four possibilities etc.

Actually, a second extrapolation at the source side should be applied to predict the other half
of the reverberations. To do this properly, the primary of the water bottom should be removed
in advance, in order to prevent the water bottom multiples to be overcorrected.

The fact that two separate extrapolations with an intermediate removal of the first primary is
needed to do a perfect first layer-related multiple removal has already been mentioned by
Bernth and Sonneland (1983); we also discussed this aspect in section 1.2.1. Wiggins (1988)
used the one-step prediction to remove the water bottom multiples only.
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Fig. 1.13 Each first order reverberation of a reflection from a deeper interface occurs twice. In a horizontally
layered medium these reverberations overlap exactly in time (a), but for a laterally inhomogeneous
model these events do not overlap (b).

The discrepancies between the multiples predicted by only one extrapolation step and the true
multiples in the data can be (partly) overcome by applying the subtraction adaptively. By
introducing a space and time varying (complex-valued) scalar that is applied to the predicted
multiples prior to subtraction, they will adapt to the multiples as they appear in the data.
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Fig. 1,14 a) Seismic shot record of Fig. 1.10a after adaptive subtracting of the predicted multiples of Fig. 1.12a
b) Seismic shot record of Fig. 1.12b after a second prediction and subtraction step. The two arrows
indicate surface-related multiples that are not related to the water layer.
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The (complex-valued) scalar may also account for the inaccuracies in the information that is
needed to do the extrapolations, i.e. position and reflection characteristics of the first layer bot-
tom. This adaptive subtraction can yield good results, as has been shown by Berryhill and Kim
(1986), Julien and Raoult (1989) or Monk (1991), all using different adaptive subtraction pro-
cedures. Note that the danger of adaptive subtraction is that if too much freedom is allowed for
the predicted multiples to match the data (in stead of a scalar a transfer function is used), pri-
mary energy may easily be removed as well. Therefore it is important to take as few adaptive
parameters as possible.

The adaptive subtraction of multiples after only one prediction step has also been applied to
the example under consideration (Fig. 1.10). A smooth, time dependent weighting factor has
been allowed during the subtraction stage. The result is shown in Fig. 1.12a. The result has
indeed improved considerably. Only at the position where the water bottom multiples and
water layer reverberations cross (at the larger offsets) a compromise had to be found.

The two-step extrapolation and subtraction technique has also been applied to the dataset of
Fig. 1.10. After the first stage (Fig. 1.12b) (i.e. after the deterministic subtraction) the water
bottom primary has been removed, and a second multiple prediction is applied. After subtrac-
tion of these multiples from that data, and replacing the water bottom primary at its original
position, Fig. 1.12b is the result. Indeed all water layer related multiples have been removed.
The arrows indicate two events that are surface-related multiples, but not water layer-related
(belonging to the group of Fig. 1.5c). The first arrow indicates a multiple bounce of the second
interface via the surface with itself. The second arrow points at a surface-related multiple,
which is a combination of the second and third interface. The rest of the “remaining” sur-
face-related multiples occurs at larger traveltimes.

Note that an adaptive approach of the two-step extrapolation and subtraction technique is not
feasible as after the first stage only half of the reverberations should be removed. Also the fact
that removal of the first primary will not be easy in practice, the two-step method is not
applied adaptively. Berryhill and Kim (1986) described a very good alternative. By using reci-
procity only one extrapolation is needed to predict both source and receiver reverberations.
Those multiples are combined and then adaptively subtracted from the data.

The advantages of the wave field extrapolation and subtraction methods are:

* Strong water bottom related multiples can be removed, even in a more complex area
where standard methods fail.

* The output is pre-stack data (normally common shot gathers), which allows pre-stack
processing of the data after multiple elimination.

The disadvantages of the wave field extrapolation and subtraction methods are:

* The water bottom structure and reflectivity must be known. Therefore the method is
always applied adaptively, with the water bottom position and reflectivity as parame-
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ters. This introduces a difficult parametrization, as those parameters often vary later-
ally in a significant way.

* As pre-stack wave field extrapolations are involved the methods are time consuming.
A faster application in the k,-® domain has the restriction of an approximately 1D
water layer.

* First layer-related multiples are removed only (see also section 1.2.4).

1.2.4 The surface-related multiple elimination method

Surface-related multiple elimination, the subject of this thesis, removes all multiples related to
a certain interface (generally the free surface), in stead of multiples related to a certain layer.
This has the advantage that more type of multiples are eliminated with a simpler method. If we
consider again Fig. 1.5 all the multiples in Fig. 1.5a to Fig. 1.5c are removed. It may seem that
the removal of the “remaining surface-related multiples” (as denoted in section 1.1.2) is not a
significant advantage. As we saw in the example of Fig. 1.12 only two surface-related multi-
ples, which are not related to the first layer, were left in the data. But going deeper in the sec-
tion, the number of these multiples increase considerably. The surface-related multiples with
the first layer being involved are the strongest, but the number is less. However, the large num-
ber of weaker “remaining surface-related multiples” may give significant problems in the
deeper part of a seismic section (generally our target).

This is also visible in the 1D example of Fig. 1.9. The events in Fig. 1.9b for times larger than
2s are mainly due to the “remaining surface-related multiples”. Comparison of the data with-
out the water layer related multiples in Fig. 1.9e with Fig. 1.9f (data without surface-related
multiples) for the interval between 2 and 4s shows that the “remaining” surface-related multi-
ples still have a disturbing effect on the data, which could easily mask (weak) primaries from
the target.

To illustrate how the balance between water layer related muliiples and “remaining”
surface-related multiples depends on the number of reflectors, some simple 1D examples have
been generated. Fig. 1.15a shows a primary plane wave response of a 20 reflector model. The
primary reflections occur within 2s traveltime. The reflection coefficients of the reflectors
(modeled with a random generator) have been chosen to have an average absolute value of
0.05, except for the first reflector (simulating the water bottom) which has a reflectivity of 0.2.
In Fig. 1.15 the different type of multiples have been displayed separately with the amount of
energy (normalized on the total energy in the response of primaries with multiples) is indi-
cated in the right-hand corner.

Looking from 0-4 s, the total amount of multiples (Fig. 1.15b) contains 16% of all energy; the
amount of energy in the water layer-related multiples (Fig. 1.15¢) is 11%; the amount of
“remaining” surface multiples (Fig. 1.15d) is 5% of the total amount of energy and the internal
multiples (Fig. 1.15e) account for less than 1%.
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However, looking at 2-4 s the total amount of multiples (Fig. 1.15b) is 100% of all energy in
this primary free interval; the amount of energy in the water layer-related multiples (Fig.
1.15¢) is 41%; the amount of “remaining” surface multiples (Fig. 1.15d) is 78% of the total
amount of energy and the internal multiples (Fig. 1.15¢) account for 2%.

For the energy calculations the interference of the multiples with each other, when added
together, has not been incorporated.
Fig. 1.15f shows a smoothed version of the envelopes of the different groups of multiples, cor-
responding to Fig. 1.15btoe.
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Note the different scales for the envelope plots.
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In total 12 simulations have been made with a 10, 20, 40 and 80 reflector model. In each
model the average reflection coefficient was (.05, apart from the first reflector which took the
values 0.1, 0.2 and 0.3. A similar envelope plot as in Fig. 1.15f for the 40 and 80 reflector
model has been added in Fig. 1.15g and Fig. 1.15h; note the different scalings.

In Table 1.1 the percentages of the primaries and the different groups of multiples with respect
to the total energy in the response have been gathered for those models. It shows that the influ-
ence of the “remaining” surface-related multiples is significant and becomes more important
when the number of reflectors increases. The amount of water layer related multiples strongly
depends on the water bottom reflectivity, as could be expected. In Table 1.1 the energy distri-
bution of the different groups of multiples are given for a time gate without primary reflections
in what could be the target zone (2 - 4 s). It shows the strong dependence of the reverberations
on the water bottom reflectivity.

Table 1.1  Percentages of the energy of primaries and multiples for the complete trace length (04 s).

number of reflectors 10 20 40 80
';Zt:‘ib‘::;‘r’:fﬁde“‘ ofthe | 51 10203 0102|033 |01]02]03]01]02]03
primaries 89 (85 {80 |87 |8 |79 [81 |79 [76 [60 |58 |54
all multiples 9 |13 |18 [12 [16 [21 |21 {24 |29 [37 [41 |46
reverberations 3 10 |16 |3 11 18 | 4 13 (23 |4 14 |26
other surface multiples 5 2 1 8 5 3 18 14 10 |33 |27 19
internal multiples o o |o [o o o |1t |1 |1 {1 |2 |2

Table 1.2 Percentages of the energy of primaries and multiples in a time gate without primaries (24 s).

number of reflectors 10 20 40 80

reflection coefficient of the
water bottom 0102103010203 |01|02703]01]02]03

primaries 0 0 0 0 0 0 0 0 0 0 0 0
all multiples 100 | 100 | 100 | 100 | 100 | 100 | 100 | 100 | 100 | 100 | 100 | 100
reverberations 6 27 |60 10 | 41 73 8 28 54 5 18 37

other surface multiples 94 |70 (38 | 104 |78 |41 |9 |84 |66 |9 |8 |58

internal multiples 1 2 2 1 2 2 1 2 2 1 2 2




20 CHAPTER 1: INTRODUCTION

The contribution of the other surface-related multiples decreases with increasing water bottom
reflectivity, although the absolute amount of this energy stays more or less the same (which
cannot be seen in the tables). Note the interference effects, which yield that the sum of the
energies is not the same as the energy of the sum. Of course, these percentages are dependent
on the realizations of the reflectivity models.

The general conclusion of the two tables is that especially in the lower part of the seismic sec-
tion the “remaining” surface-related multiples account for an important part of the total multi-
ple energy; removing the first layer related multiples is therefore not enough for a clear picture
of the primaries. Note that the internal multiples have much lower amplitudes than the sur-
face-related multiples. Of course the latter is not always the case, e.g. when a low velocity
layer is enclosed between higher velocity layers.

Besides the fact that with the surface-related multiple elimination more multiples are removed
than with the prediction and subtraction techniques, it is very important to realize that the sur-
face-related multiple elimination method does not need any information about the subsurface.
The seismic data itself is used to predict the surface-related multiples. Information about the
surface is needed only, i.e. surface reflectivity and source/receiver characteristics.

The historical development of the surface-related multiple elimination procedure starts with
Anstey (1967), who observed that with the autoconvolution of a trace multiples were
enhanced. Kennett (1979) described an inversion scheme in the k,-® domain to eliminate mul-
tiples for a horizontally layered elastic medium and for ideal source/detector properties.
Berkhout (1982) redefined the multiple problem for laterally varying media and practical
acquisition conditions by using a wave theory based matrix formulation. An adaptive version
with examples has already been shown by Verschuur et al. (1989) and (1990). The method
described here, based on Berkhout’s approach, handles both the acoustic and the elastic situa-
tion. In the latter case, by taking the full elastic reflection at the free surface into account, all
surface-related multiply reflected and converted events can be eliminated.

The surface-related multiple elimination method is especially suited for situations where other
multiple suppressing schemes fail: in situations where the move-out of primaries and multi-
ples are close, and in any complex situation. In addition the method is particularly beneficial
for deeper data (say > 2 s). Therefore, it fits very well in reservoir-oriented seismic processing.
In both the acoustic and elastic case the theory assumes that the measured response should
represent upgoing reflected waves, related to downgoing source waves. Hence, before apply-
ing the surface-related multiple elimination procedure a decomposition of the measured seis-
mic data into up- and downgoing waves has to be applied.

It is important to realize that the surface-related multiple elimination procedure means appli-
cation of an inversion process to the seismic data (as will be shown in Chapter 3), which
replaces the reflecting surface by a transparent surface. As a result any upgoing event will
vanish after being detected once. This means that only primaries and internal multiples are left
after the surface-related multiple elimination procedure.
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Fig. 1.16 a) Seismic CMP gather of Fig. 1.10a after applying the surface-related multiple elimination
procedure b) Velocity panel corresponding to a). The arrows indicate internal multiples, that are not
removed by the surface-related multiple elimination procedure. Compare this result with Fig. 1.10a.

In fact, the examples at the beginning of this chapter (Fig. 1.2 to Fig. 1.4 and Fig. 1.7) are
already a showcase of the surface-related multiple elimination procedure, as the data without
surface-related multiples were acquired by applying the multiple elimination method.

When the example of Fig. 1.10 is considered again and the surface-related multiple elimina-
tion procedure is applied to this data, Fig. 1.16 is the result. From the shot record in Fig. 1.16a
as well as the velocity panel in Fig. 1.16b it can be clearly observed that all surface-related
multiples have been perfectly eliminated. The primaries are left unharmed; they have been
restored from interference with multiples (see for example the event at 1800 ms). Apart from
the 4 primaries 2 internal multiples can be indicated (at the arrows in Fig. 1.16) which have
not been removed by this method. These internal multiples are both related to the second layer.
In Chapter 3 we will show that even these internal multiples can be removed after a downward
continuation of the data to the first reflector level and applying a second interface-related mul-
tiple elimination.
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The advantages of the surface-related multiple elimination method are:
* There is no need to specify any information about the subsurface.
*  No assumption on the move-out properties have to be made.

* In stead of suppressing multiples related to the first layer only (i.e. first layer bottom
multiples, first layer reverberations), all surface-related multiples are removed.

* The output is pre-stack data, allowing further processing on pre-stack data.

* In an adaptive version it is possible to estimate the source signature, including the
scaling factor. This is a very important feature, considering true amplitude inversion
after multiple elimination.

Disadvantages are:

* The method is computationally intensive; it may be compared with a pre-stack reda-
tuming step. :

*  As the data itself is used as multiple prediction operator, the quality of the data with
respect to remaining surface waves and missing traces is of particular importance.

1.2.5 Summary

To summarize, the example of the 4 reflector model (Fig. 1.9a) is used. The resulting CMP
gathers/shot records after the application of the different multiple elimination techniques are
shown in Fig. 1.17. Fig. 1.17a shows the CMP gather/shot record with all multiples included
(identical to Fig. 1.10a). After applying predictive deconvolution on all traces in the tau-p
domain, and displaying the result in the space-time domain, the result is Fig. 1.17b (not shown
before). Indeed a lot of multiple energy has been removed by this (simple) procedure,
although primary reflections have been distorted. The result of velocity filtering in the wave
number domain is shown in Fig. 1.17c (identical to Fig. 1.11a), which produces a better result
than predictive deconvolution, except at the small offset traces. In many processing applica-
tions these two methods are therefore combined. The wave field prediction and subtraction
technique can either be applied in a single step adaptive mode (Fig. 1.17d, identical to Fig.
1.14a) or in a two-step mode (Fig. 1.17¢, identical to Fig. 1.14b). Both yield good results, but
leave the surface-related multiples that are not water layer related. Finally Fig. 1.17f shows the
result of surface-related multiple elimination. The four primaries have been perfectly restored
from interference with the multiples. Some weak internal multiples are left in the data.
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Fig. 1.17 Comparison of the results of the different multiple elimination techniques on a 1D example.

a) The original CMP gather b) CMP gather after predictive deconvolution via the tau-p domain
¢) CMP gather after move-out filtering via the wave number domain d) CMP gather after wave field
prediction and adaptive subtraction using one prediction step e) CMP gather after wave field
prediction and subtraction using two prediction steps f) CMP gather after surface-related multiple

elimination.
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Note that for this simple 1D example all methods yield acceptable results, except if accurate
pre-stack amplitude inversion is the final goal. Then the wave field based solutions are to pre-
fer. Furthermore, if the subsurface structures are more complex the filtering methods will
loose effectiveness very soon and the wave field based methods are the only proper solution to
the multiple problem. Taking into account the fact that for a somewhat deeper target zone (say
larger than 2s) the amount of surface-related multiples, that are not related to the first layer, is
at least as important as the amount of first layer related multiple energy, the surface-related
multiple elimination method will yield the most satisfactory results.

To illustrate the effect of complex subsurface structures, we consider a simulated data set for
the subsurface model of Fig. 1.18, with an irregular water bottom. Due to the synclinal shapes
the multiple behavior is very complex, as can be observed in a simulated shot record with the
source at x=0 m, as shown in Fig. 1.19a. For the larger offsets the multiples of the synclines
have a significant larger complexity than the primaries; with each bounce the complexity will
increase. The velocity based separation of primaries and multiples will certainly fail. This is
also true for predictive deconvolution. The wave field extrapolation and subtraction method
can only be successful if an accurate description of the water bottom is available, and if a cor-
rect extrapolation procedure is used.

The surfac-related multiple elimination method does not have any difficulties with this data, as
the data perfectly predicts the multiples without any additional information: the information
about the complexity of the multiples is in the data. The result for the shot record at x=0 m is
shown in Fig. 1.19b, in which the four primaries can be easily identified. For this dataset the
zero offset section is shown in Fig. 1.20a. Note again the complex multiple behavior. For
example, the left side synclinal structure around x=500 m produces multiples that are spread
out over a very large offset range. After the surface-related multiple elimination method has
been applied to all shot records, the zero offset section is extracted again. Note from Fig. 1.20b
that the four primary reflections can be easily identified.

x(m
(m) 0
= 1000 kgin®
D 1500 s
- 3
p = 2100 kgim®
1000- v =2500m/s
= 25000 kg/m’
D 2 5000 mis
150
P = 3000 kgin®
v=4 mis
2000 | I 1 1 1
0 500 1000 1500 2000

Fig. 1.18 Subsurface model with a complex sea bottom.
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Fig. 1.19 Shot record related to the subsurface model of Fig. 1.18 with the source position at x=0 m.
a) All multiples are included b) After surface-related multiple elimination.
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Fig. 1.20 Zero offset section related to the subsurface model of Fig. 1.18.
a) All multiples are included b) After surface-related multiple elimination.
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Finally in Table 1.3 an overview of the performance of the aforementioned multiple elimina-
tion methods has been gathered. In the table the methods are compared on the following char-
acteristics:

* Speed: how fast is the application of the method with respect to computer time.
*  Small offsets: quality of the result for small offsets.

* Large offsets: quality of the result for large offsets.

* Effectiveness: how many (types of) multiples are removed by the method.

*  Reliability of result. how confident can we be on the result of the multiple elimination
method; are primaries well restored from interference with multiples.

*  Subsurface independency. independency of the multiple elimination method on
assumptions and/or knowledge about the subsurface.

In this overview we see that the surface-related multiple elimination method outperforms any
other method except for the calculation speed, which is the price to be paid. To overcome this
drawback a more efficient scheme, applicable in more or less 1D media, will be proposed in
Chapter 8. It is a very attractive alternative when the calculation time is a constraint. However,
we may expect that with the increasing capabilities of the computer hardware the relatively
large computation costs will not be problematic anymore in the near future.

Table 1.3  Overview of the main characteristics of the discussed multiple elimination techniques.

elimination small large . reliability subsurface
method speed offsets offsets effectiveness of result independency
predictive ++ + —_ +/— - -
deconvolution
velocity + - + + Ao -
filtering
extrapolation & - ++ ++ + ++ -
subtraction
surface-related - ++ ++ ++ ++ ++
elimination
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FORWARD MODEL OF SEISMIC DATA

2.1 INTRODUCTION

In this chapter the theory of multiple elimination will be anticipated by reviewing a suitable
version of the seismic forward model. First a recursive version of the forward model is dis-
cussed, starting at the deepest depth level. With this model the surface seismic data is
described by recursively extrapolating the response from the deepest depth level to the sur-
face, including multiples at each depth level. Hence, it contains all surface-related multiples
as well as all internal multiples. A special version of this forward model is used in the case of
a thin surface layer. It is shown that in the thin surface layer situation the surface-related mul-
tiple elimination method should consider the surface as one reflector with a complex reflectiv-
ity. This means a.o. that an extra pre-processing step is needed to remove the thin surface layer
reverberations before the actual surface-related multiple elimination process is applied.

In the first part of this chapter the assumption of an acoustic medium is made, meaning that
only one type of wave is considered, i.e. the longitudinal or P-wave (marine data). However,
in the second part a description of multi-component data in an elastic medium is given, mean-
ing that transversal or S-waves are included (land data).

If we assume that each subsurface layer may be considered as locally homogeneous, decom-
position of the total wave field into down- and upgoing waves is well defined (no interactions
between down- and upgoing wave fields, except at the reflecting boundaries).

For the description of seismic wave fields the matrix notation proves to be extremely useful
because of its simplicity and its close relation to the actual implementation in a computer. The
matrix notation for seismic wave fields has been introduced by Berkhout (1982) and will be
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used extensively throughout this thesis. It is explained in detail in Appendix A. Concerning the
notation we can make the following distinctions (2D):

p (x,Z,t) :time domain representation of a shot record.

P (x,29,0) : frequency domain representation of a shot record.
ﬁ_(kx,zo,co) : wave number domain representation of a shot record.
f"(zo) : data vector for one frequency related to one shot record.
P (zp) : data matrix, one column being related to one shot record.

The positive z-axis is chosen downward. Therefore a minus sign will denote upgoing waves,
like P(zo).

All matrix formulations can be interpreted as both 2D and 3D descriptions, as the matrix nota-
tion is designed to be identical for both 2D and 3D data. Only the interpretation of this nota-
tion makes it a 2D or 3D description, as described by Kinneging et al. (1989). However for
simplicity reasons, the description will be 2D for the moment and, therefore, all illustrations
and references to the coordinate system will be 2D in this chapter. The extension of the theory
to 3D is straightforward. Furthermore, in Chapter 5 an example of full 3D multiple elimination
is shown. A nice feature about the matrix notation is that all formulations, stated for the acous-
tic 2D case, stay the same if we introduce multi-component elastic data, even in the 3D situa-
tion. It is the interpretation of the matrices that changes.

It should be pointed out that the recursive forward model as described in this chapter should
not be considered as a modeling algorithm. It is only introduced as a starting point for the mul-
tiple elimination theory.

2.2 FORWARD MODEL OF ACOUSTIC SEISMIC DATA

The forward model can be described in a recursive or a non-recursive way. The recursive
description starts at the deepest depth level of interest. The response at the deepest depth level
is extrapolated upwards, adding the influence of each shallower depth level to this response,
until the surface is reached. Finally, the data acquisition parameters are included. The non-re-

cursive forward model considers the seismic response as a summation of individual reflec-
tions.
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Fig.2.1  Each element of matrix Xo(zm,zm) describes the monochromatic spatial impulse response of lower
half space z>z,, at a detector position at z,, due to a unit point source (dipole) at z,,, the upper half
space z < z,, being considered to be homogeneous.

For the description of the recursive forward model the work of Berkhout (1982) is followed.
In fact this recursive model is a multi-dimensional variant of what is known as the reflectivity
method, see Fuchs and Muller (1971) and Ursin (1983).

For the recursive description the medium is divided into a number of depth levels, from the
surface until the deepest level of interest. Note that one depth level does not generally coincide
with a reflector. If we consider a certain depth level z,,, matrix Xo(z,Z,,) describes one Fourier
component of the total spatial impulse response of lower half space 2>z, the upper half space
z<z,, being considered to be homogeneous. More specific, one element of X((z,,,z,) describes
the monochromatic subsurface impulse response at z,, from all depth levels below z,, for a unit
point source at x;=jAx, measured by a receiver at x;=iAx (see Fig. 2.1). This response is located
in the i element of the j column in the matrix Xo(z,,Zy)-

The relation between a monochromatic downgoing pressure wave field 13+(zm) at this depth
level and the corresponding monochromatic upgoing wave field P (z,,) is given by:

P(2y) = Xo(ZmsZm) PH(z) . @.1)

The monochromatic downgoing wave field l3+(zm) is represented by a vector which contains
the discretized version of this wave field at depth level z,, as a function of the lateral coordi-
nate. In the same way 13'(1,,,) contains the discretized monochromatic upgoing wave field at
depth level z,. Fig. 2.2a shows equation (2.1) in a diagram.
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Fig.2.2  a)Response at depth level z=z,, assuming a homogeneous half space z < z,, (no reflecting surface).
b) Response at depth level z=z,, assuming a homogeneous half space z < z,, (reflecting surface).

When the reflectivity effect of depth level z, itself is included (see Fig. 2.2b) the upgoing
wave field is reflected by the inhomogeneities at depth level z, and transformed into an addi-
tional downgoing wave field. In this way z,-related multiples are generated. Hence, the total
downgoing wave field is the original downgoing wave field together with the upgoing wave
field after reflection at z,,,, yielding:

P (2m) = Xo(ZmZm) [ PH(z) + R () Pz 1, 2.2)

in which R™(z,,) describes the angle dependent reflection against the possible inhomogeneities
at depth level z,, from below (see also Appendix A and de Bruin et al. (1990) for a more elab-
orate discussion on reflectivity matrices). Equation (2.2) can be written explicitly for the total
upgoing wave field P7(z,):

P (20) = [ T = Xo(ZuZo) R () 7! XoZumZ) PH (20« @.3)

When X(z,,,z,,) is defined as the response of the subsurface at depth level z,, that includes the
multiples related to depth level z,,, we arrive at (Fig. 2.2b):

P (z) = X(ZmoZ) PT(z0) , 2.4)
matrix X(z,,,z,,) being given by equation (2.3):
X ZanoZm) = [ 1= XoZmZom) R () 1™ Xo(Zins220) (2.59)
or by expanding the inverse term into a series:
X (ZmsZem) = Xo(ZumsZm) + {Xo(ZmsZm) R (Zn)} Xo(ZmsZm) +
{XoZm ) R @)} XoZmiZ) + e . (2.5b)

Each term in equation (2.5b) describes one order of z -related multiples.
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Fig.2.3  Reflection, transmission and propagation operators related to depth level z,,,.

Next, having a description for the total response with all multiples at depth level z, the
extrapolation to depth level z,,, |, closer to the surface, is included. Therefore the response has
to be extrapolated through the depth level (transmission effect) and through the layer between
Zn.1 and z,,, (propagation effect). Also the primary reflection of depth level z,, from above has
to be included. The upgoing wave field at depth level z,,_, without multiples related to this
depth level can then be written as:

P mt) = [ W zn1.2m) T (2m) X @) T ) Wz 1) | B 2mr) +
[ W n1zm) R 20) W zmizm) | BTz (26)
or, similar to equation (2.1),
P (Z1) = Xo@m1Zm1) BT (Zn1) . @2.7a)
where matrix Xo(Zp1,Zm.1) is given by:
Xo(Zm1Zm1) = W (Zn12m) [ T (2m) XZawZ) TH(2) + R 2 | W2z . (270)

In equations (2.6) and (2.7b) matrix W+(zm,zm_1) describes the downward propagation from
depth level z, to level z,,, matrix R*(z,,) describes the reflectivity for downward travelling
waves at depth level z,, matrices T+(zm) and T (z,) describe the downward and upward
transmission through depth level z, and matrix W™ (z,_;,z,,) describes the upward propagation
from depth level z, to level z, ;. In Fig. 2.3 these operators have been indicated. Each of these
matrices contains discretized operators, of which the definition can be found in Berkhout
(1982). A more elaborate discussion on those matrix operators can be found in Appendix A.
Note again that the depth levels do not necessarily coincide with an actual geologic interface,
as shown in Fig. 2.3. For example in the homogenous part at the right side of depth level z,,
the corresponding part of the reflectivity matrix is zero and the transmission matrices contain
unit vectors.
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At depth level z,, ) the multiples related to this depth level can be included in the same way as
described by equation (2.3) and extrapolation to the next depth level z, , can be carried out.
By applying equations (2.3) and (2.6) recursively, the total response of a medium can be calcu-

lated, starting at the deepest reflector of interest.
If we consider a model with M depth levels, we start with:

X(zmzp) = 0.
Then we apply the extrapolation to the next depth level:

Xo(@w1zm1) = W @1,z R (2a) W znznn)
and we include the multiples:

X(zm15zm1) = [ 1= Xo(zm1,2m1) R (2p1) ]--1 Xo(zm.1:2m1) »
etc.
For depth level z,, we arrive at:

Xo(ZmsZe) =

W ZmsZmet) [ T Znet) Xone1:Ze0a1) T @) + R Zne1) | W (Zi001,20)

and, adding the multiples related to the depth level z,,, we obtain

X @moZem) = [ 1= X222 R (2) ™ X2 -
Finally the surface level is reached, yielding

Xo(zozo) = W (z0,20) [ T"(21) X(21,2) T'(21) + R¥ (@) | WH(z1,20) -
The surface-related multiples are included by

X(z0,20) = [ - Xo(zoz0) R (20) ™! Xo(z0,20) -

2.8)

2.9

(2.10)

(2.11)

(2.12)

(2.13)

(2.14)

Hence, at the surface the relation between the downgoing illuminating wave field and the

upgoing reflected wave field (in a monochromatic description) is given by:

P (z0) = X(z0,70) $H(20) .

(2.15)

§*(zy) being the downgoing source wave field which has been imposed by the seismic

source(s).
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2.3 INCLUDING SOURCE AND RECEIVER PROPERTIES AT THE FREE
SURFACE

If a seismic shot record has to be described, using the subsurface response as given by equa-
tion (2.14), the source and receiver characteristics used in the seismic acquisition have to be
included. Actually, for the surface-related multiple elimination process this part of the forward
model is essential. The total downgoing/upgoing wave fields that are generated/measured are
influenced by the interaction of the source/receivers with the free surface. For a proper
description a distinction between land and marine acquisition has to be made. In this section
only the acoustic case, i.e. the marine case, is considered. Later on, the land case is discussed
after introducing S-waves.

2.3.1 Including the source matrix

For a single seismic experiment the down- and upgoing wave fields are described by vectors,
containing the monochromatic discretized pressure at depth level z: §+(zo) and 13_(20). In the
multi-experiment situation a number of these vectors are gathered in the columns of a matrix,
yielding S+(zo) and P™(zy). Using the matrix notation the multi-experiment forward model of
equation (2.15) transforms into:

P (z0) = X(20,20) ST (z9) - (2.16)

Each column of the source matrix S+(zo) contains the effective downgoing pressure wave field
at the surface for one (monochromatic) experiment. The corresponding column of P™(z;) con-
tains the upgoing pressure response. What does the source matrix look like?

For marine data the airgun array is still the most popular source. It is towed behind the acqui-
sition vessel a few meters below the water surface at depth level z,, as shown in Fig. 2.4. Each
airgun behaves as a monopole. The total source wave field of the airgun array can be calcu-
lated by the superposition of the initial source wave fields of each airgun, including the ghost
effect, provided non-linear effects can be neglected (which means that the airguns do not influ-
ence one another). In Appendix B this has been described.

If we write:

§*(z0) = Dot (20,2,) S(z,) » @I

then S(z,) and Dm+(zo,zs) can be defined as follows: Dm,+(zo,z,) describes the total airgun array
response, normalized to a unit directivity for vertical angle of incidence. The frequency depen-
dent behaviour for vertical incidence (zero wavenumber when the response is considered in
the wavenumber domain) is assigned to the diagonal elements of S(z,).
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Fig. 2.4  Airgun array towed behind the vessel for marine data acquisition. The array response can
effecively be described by a spatial distribution of equidistant point sources at the surface. Note
that the array description is frequency dependent.

The matrix Dm+(z0,zs) can be found as follows:

- Calculate the total array response (with the ghost) in the wave number domain, taking
into account the different signatures of each airgun (see Appendix B).

- Split the response in a frequency dependent basic signature S(w) and a residual
response.

- Transform the residual (normalized) response back to the space domain, and construct
one column of the source matrix D,0‘+(zo,zs)‘ The basic source signature S(w) is put on
the corresponding diagonal element of the matrix S(z).

By going back and forth to the wave number domain the transformation from the irregular air-
gun positions to a regular spatial sampling can be easily taken into account. A similar descrip-
tion of the source array can be found in Fokkema et al. (1990).

The normalized array response can be split into two responses Ds+(zo,z,) and D,,,,(z,), such
that

§*(zo) = D, (20,2,) Dyray(2,) S(z,) - (2.18)

Ds+(zo,z,) describes how the source wave field, emitted by the array at z=z,, translates into a
downgoing pressure wave field at the surface (z=z). This includes the monopole property, the
ghost effect and the transformation from depth level z, to zg. D,nay(z,) contains the description
(regularly sampled) of the array properties and S(z,) contains the basic source signatures. Note
that the airgun array D,,,(z,) is frequency dependent.
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S(z,) has the basic signature S;(w) for each shot record on its diagonal:

S(z,) = diag [ $,(®) Sy(®) ... S{(®) ... Sy(®) ] . (2.192)

When it may be assumed that the basic source signatures are equal for all shot records, then

S(z)=S(w) 1. (2.19b)

Note that the basic source signature S(w) can be considered as the signature of an equivalent
dipole at the source position, yielding the same wavelet at vertical incidence as the airgun
array.

Fig. 2.5a shows an airgun array which can be considered as typical. The directivity pattern
obtained by linear superposition of the responses of the 6 guns (each considered as an omni--
directional source) is shown in Fig. 2.5b for several frequencies. For simplicity, in this calcula-
tion the signatures of each airgun is considered to be a perfect pulse. In practice each gun will
generate a different signature, which has its effect on the directivity pattern. As expected, the
influence of the array is becoming more noticeable for higher frequencies. In practical situa-
tions the influence of the free surface should also be taken into account. Therefore in Fig. 2.5¢
the directivity pattern is shown including reflection against the free surface (ghost effect) if the
array is positioned at 7 m depth (typical depth for airguns). Including the ghost effect makes
an approximate dipole source from each individual gun. In practice a linear description is not
sufficient as interaction between the airguns occurs. However, Ziolkowski et al. (1982)
showed that an airgun array with interactions can be well described by a new array containing
effective sources without interactions, the so-called notional sources. With these notional
sources a linear description is again possible, and the source matrix can be constructed. In
Appendix B the linear description of arrays is further discussed.

separation in meters

gun volume in inck’

Fig. 2.5 a) Amarine source array consisting of 6 guns b) Far field directivity pattern of the source array for
several frequencies c) Directivity pattern of the source array if the free surface is included and the
depth of the array is 7 m. Note the dipole property after including the free surface.
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2.3.2 Including the detector matrix

The upgoing wave field P"(z) does not represent the measured data, because the receiver
characteristics together with the free surface have to be taken into account. For the marine sit-
uation the wave field is measured by hydrophone arrays in terms of the total pressure at a cer-
tain depth level z, (as shown in Fig. 2.4). The measured wave field P(z,) can be expressed in
the following way:

P(z,) =D, .,(z) D, (z,20) P (20) , (2.20)

with the composition matrix D, (z,7,) describing the way the upgoing pressure wave field
P (zo) transforms into the actual measured rozal pressure at depth level z,, including the ghost
at the receiver side. D,ny(z,) describes the array response for each receiver station.

For both detector matrices D,,y(z,) and D, (z,z) the response can be calculated in the k,-o
domain for each receiver position (see Appendix B). After inverse Fourier transformation to
the spatial domain the columns of the detector matrices are obtained. Note that when the
arrays have equal responses for each receiver station, the array matrix D,y (z,) has equal (but
shifted) columns, yielding a Toeplitz structure. The same is true for the composition matrix
D, (z,,zy) if the water depth does not vary for each receiver station. In the case that both detec-
tor matrices have a Toeplitz structure, the detection in terms of matrix multiplications can be
described by a scalar multiplication in the k,-® domain.

Fig. 2.6a shows a hydrophone array consisting of 7 identical elements with 2 m spacing. The
directivity pattern of this array is shown in Fig. 2.6b.

Fig.2.6  a) Receiver array of 7 identical hydrophones with 2 m spacing b) Directivity pattern of the array for
several frequencies c) Directivity pattern of the array including the free surface, taken for the array
depth 9 m.
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As expected, the response is frequency dependent, like the source array. Fig. 2.6¢ shows the
array directivity if the receiver ghost is included. The array depth of 9 m is typical for marine

acquisition.

Note that the array directivity tends to suppress the amplitudes at high angles. This is generally

desired, as the measured waves at high incident angles are spatially aliased for the high fre-

quencies. Both the source and receiver array act as a crude anti-alias filter. Therefore, the
dimensions of the array should be carefully chosen when designing a seismic survey, see

Ongkiehong and Askin (1988).

P(z,) S(zg)
Damy(zr) D array(zx)
’ - P(zp) — SH ) —
Dr (Z‘,ZO) I R (Zo) Ds (Z()vzs)
' propagation
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+ R+(Zl) ¢ E
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at zj
L Jrew —d |
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Fig. 2.7 Diagram of the response of a subsurface model with M depth levels (the direct waves are ignored).
For surface-related multiple elimination only the upper part is of importance.
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2.4 OVERVIEW OF THE ACOUSTIC FORWARD MODEL

Having included the source and receiver characteristics at the free surface, the forward model
of seismic data in the marine case can be written as

Pzo) = [ D,y (z) D, (2,20) ] X(20,20) [ D, ¥(z0,2,) D,my(z) ] S(z) . (2.21)

Fig. 2.7 shows the total recursive forward model in a diagram, being a recursion of propaga-
tion and reflection effects. At the upper part the source and receiver properties are included.

Going back to the upgoing wave fields at the surface, as given by P (z), they can also be
described in terms of the impulse response matrix without surface-related multiples, X(zp,Zo),
by combining equations (2.14) and (2.16):

P(z0) = [ 1 - Xo(z0,20) R™(z0) ™! Xoz0,20) $¥(20) . 2.22)
In this expression the generation of the surface-related multiples is explicitly described. It is
this expression that will be used as a starting point for the multiple elimination procedure.

If we introduce P, (z,) as the upgoing wave field at the surface without surface-related multi-
ples:

Py (20) = Xo(Z0,20) ST(z0) , (2.23)
equation (2.22) transforms into:

P (o) = [1- Py (20) (8%} ™ Rz ™ Py (z0) 2.24)
Fig. 2.8 shows the diagrams of equation (2.23) and equation (2.24). Note that Fig. 2.8 is equiv-

alent to Fig. 2.2, except for the fact that Fig. 2.2 describes the situation for an arbitrary inter-
face and Fig. 2.8 for the free surface including the seismic source characteristics. Moreover,

Fig. 2.8 refers to multi-shot data.
L, R™(zo) (D §*(zo)
Xo(20,2Z0) :I

a) b)

Py (2) s*(zo) P(z0)

XO(ZO:ZO)

Fig. 2.8 a) Forward model of seismic data without surface-related multiples.
b) Forward mode! of seismic data with surface-related multiples.
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2.5 ACOUSTIC FORWARD MODEL IN THE CASE OF A THIN SURFACE LAYER

In the case a thin surface layer is present, the forward model should be adapted to describe
separately the thin surface layer multiples and the thin surface layer related reverberations.
This description will be used in Chapter 3 to modify the surface-related multiple elimination
method for the thin surface layer situation.

To be consistent with the description of the operators in the previous section, the first interface
is chosen to be flat and located at depth level z,. Furthermore, we assume that the recursive
forward description until depth level z; has been completed, yielding X((z;,z,), the spatial
impulse response of the medium below depth level z; without multiples related to this depth
level.

2.5.1 Explicit description of the thin surface layer multiples and reverberations

Before extending the impulse response from depth level z, to the surface, the propagation
through the thin surface layer is explicitly described.

When the downgoing wave field f’+(zo) propagates from the surface through the first layer, a
train of multiples is added which can be described by (see Fig. 2.9):

PT(z)) =T (z)) W, (21,20) P(0) (2.25a)

with the downward propagation operator Wm+(z1,zo) including the first layer multiples defined
as:

Wat@1,20) = WHzizo) [1- M (zoz0) 7' (2.25b)
where the multiple operator M,+(zo,zo) is given by

M, (z0,20) = R (20) W(z0,2) Rt (z1) W(21,20) . (2.25¢)

YA
N S A A/
w0

Fig. 2.9 Each propagation through the first layer adds a train of reverberations to the wave field.
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Hence, M1+(zo,zo) describes one round trip through the first layer, starting with downward
propagation from the surface to the first interface.

For the upward propagation through the first layer that includes the reverberations, equivalent
expressions can be found:

P7(20) = Wi (202) T (21) P(2)) (2.262)
with the upward propagation operator including the first layer multiples defined as:

Wa (z021) = [ 1= My (20z0) | W(zoz1), (2.26b)
the multiple operator M, (zy,%;) being defined as

M, (z0:20) = W (z02) R¥(2)) W¥(2,,20) R™(zo) . (2.26c)

The total transmission characteristics of this first layer system (including the reverberations)
can be written as:

THz20) = TH(2) W, (2,2) | (2.272)
for the downward transmission and

T (202) = Wy, (z02)) T (2)) (2.27b)
for the upward transmission through this layer.

Using the generalized propagation operators for the first layer, the forward model of seismic
data that includes the first layer reverberations becomes:

P o) = [ Wa (z021) RY(2)) WH(zy,20) | BH(20) +
[ T o) Xo(z1.20) TN z120) | BY @),  (2.28)

where X(z,,2,) is the response related to the first interface without the interface-related multi-
ples included. The first term in equation (2.28) describes the first layer primaries and its multi-
ples (see Fig. 2.10, left side), the second term describes the response from below the first layer
including the reverberations (see Fig. 2.10, right side).
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Fig. 2,10 The total response can be divided into the first layer response with its multiples and the response
from below the first layer, including the reverberations in the first layer.

2.5.2 Influence of the thin surface layer on the subsurface response

In the case of a thin surface layer (for example shallow water) this layer can be seen as one
interface with certain transmission and reflection characteristics. Therefore the description of
the surface layer multiples is used to define these properties. The total transmission through a
thin layer is described by the already defined operators T (zy,z,) and T+(z1,zo). The total
reflection of the thin layer from below can be expressed by:

R™(z) =R7(z)) + T (2)) W¥(z,,20) R™(20) T (2,2y) - (2.29)

Note that T+(zl) describes transmission through the interface at z; and that T~ (z,,z,) describes
transmission through the first layer, including the reverberations. In Appendix B some exam-
ples of the thin surface layer reflectivity operator are shown.

If all multiples related to the first layer are included in the way as described in the previous
section we arrive at

Xoo(21,20) = [ T - Xo(z1,21) R (2) 7 Xo212) - (2.30)

The influence of the thin surface layer on the surface response f’_(zo) is visualized in Fig.
2.11. Note that 1_5_(20) does not contain the response of the thin layer itself. Note also the dif-
ference with the normal surface-related multiple description (as shown in Fig. 2.2b): the two
transmission matrices T~ (zg,z;) and T+(z,,z0), describing the total transmission through the
thin layer including the reverberations, and the modified reflectivity operator R™,,(z;). In fact,
the upper multiple generation loop in the total forward model of Fig. 2.7 has been cut and split
into three separate loops, used for the transmission and reflection effects of the thin layer.
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To see what the influence is of a thin layer on a seismic shot record, Fig. 2.12 shows a shot
record simulated in a medium with 8 horizontal reflectors and with 30 m water on top of it,
including all internal and surface-related multiples. The response from the thin surface layer
itself can be considered as a kind of “acoustic groundroll” (see the arrows in Fig. 2.12) and can
therefore be considered as an acoustic surface wave. In Chapter 3 this example will be further
investigated.

R R e
yFryy
T (zy,2) R (zy) TH(z,,20)

O

P(zo) | T (z0,2) jt——m] R (z1) T*(zy,2,) bat— P (z)
Xo(zy,2y)

B (z0) Q B(z)

T (z4,21) R .(z1) T+(Z1,Zo)

(LT R ™ R(z) |-

!W_(zo,zd W+(Z1,Zo)l~ W (24,2, lW"'(zl,zo)i IW—(ZO»Z1* ,\‘h":"(}zg};,zo)f
pa R'(z,) [a— P R¥(z,) LRJ’(zl)f '

T_(Zl) ’I‘—(Zl) T+(Zl) ) T;’—(Zl) 4

> R (z,) -t + |

Fig. 2.11 Forward model adapted for a thin surface layer. Each propagation through or reflection against the
thin surface layer adds a train of thin layer reverberations. (The response of the thin layer itself is
ignored.)
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In the beginning of this section we have chosen the first interface to be a flat reflector. In fact
this is not a restriction of the theory. It is also correct for a tilted reflector or even for a curved
reflector. However, in the latter case the curvature should obey the conditions for the validity
of the Rayleigh hypothesis, as derived by van den Berg and Fokkema (1980). For larger curva-
tures of the reflector inaccuracies will arise in the description of the reverberations of the first
layer, due to the existence of lateral multiples. For (locally) flat layers the procedure can be
applied in the k,-® domain. These inaccuracies will have their effect when the influence of a
thin layer influece is being corrected for as a first pre-processing step, which will be treated in
Chapter 3.

(sur) s

oftsel (m)

Fig.2.12 Shot record simulated in a 8-layer model, with a thin water layer of 30 m on top. The arrows point at
the response of the thin layer.
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2.6 FORWARD MODEL OF ELASTIC SEISMIC DATA

For a description of elastic wave fields multi-component data has to be introduced. For sim-
plicity reasons the 2D case will be discussed with two types of waves: longitudinal or P-waves
and transverse or S-waves (polarized in the vertical plane), although the theory can be easily
extended to the full 3D case. The P-waves are mathematically described by the potentials ®
and the S-waves are described by the potentials ‘P, as can be found in Aki and Richards (1980)
and Wapenaar and Berkhout (1989). The latter describe the theoretical background of
multi-component data processing. In this section the forward model is presented in terms of
down- and upgoing waves; it is an extension of the foregoing acoustic model.

2.6.1 Relations between tractions, particle velocities and potentials

In the elastic case the one-way wave field at the surface should be defined by more than one
quantity. For the 2D situation, two quantities are required; different quantities can be chosen.
In the acoustic case we have chosen for a description in terms of pressure, although a descrip-
tion in terms of the vertical component of the particle velocity would also be valid.

For the elastic case we can make the following three choices:
— P- and S-wave potentials ® and .

— The horizontal and vertical component of the traction T,, and T,, (the second sub-
script denotes that the tractions act on a plane normal to the z-axis).

— The horizontal and vertical component of the particle velocity V, and V.

We define the following elastic data vectors, which describe the total traction, the particle
velocity and the P-and S-wave potential of the wave field at the surface as:

F= ", 9= |V anami = |%. @.31)
TZZ Vz \P

Note that for simplicity reasons the indication of the depth level has been omitted in this nota-
tion. Each vector can be considered as one column of an elastic data matrix with one wave
quantity in the upper part and one wave quantity in the lower part of this vector, see also
Appendix A. Each of these wave quantity can be seen as the summation of the related quanti-
ties of down- and upgoing wave fields.
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For the tractions this means:

T=T+T, (2.32a)
with
+ |T T,
T =" , T =|*. (2.32b)
=S+ A
T

2z

For the particle velocity the corresponding expression is given by:

V=V +V (2.332)
with
Al v,
Vo=, ¥ =" (2.33b)
a4 o
\A V.

Finally, for the P- and S-wave potentials the decomposition into down- and upgoing waves is
given by:

=0+ (2.34a)
with
+ @ 3
I = , I = (2.34b)
g ¥

From Wapenaar and Berkhout (1989) the following relation can be found, written in the space
domain as:

T L LI .
{E} i {” i ; E:l ‘]il_ , (2‘35)
) Ly L3

with expressions of the elastic composition matrices L3, L;, L] and L7 in the k,-® domain
given in Appendix B.

Also the inverse of equation (2.35) can be formulated and is defined as:
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Yoo MEMIT (2.36)
o (M MY

with expressions for the elastic decomposition matrices M3, MT, M; and M in the k,-®

==

domain given in Appendix B.

From equation (2.35) the following expressions for the down- and upgoing tractions can be
extracted, using equation (2.32a) and the assumption that the down- and upgoing waves are
decoupled:

T =L; 0", (2.372)
T =L; I (2.37b)
or, in matrix notation:
[t LY 0 {-w
T = ﬁz (1] @.37c)
710 L[]
Similarly, from equation (2.35) and equation (2.33a) it follows that
vVi=pLi o, (2.382)
V=L 0 (2.38b)
or, in matrix notation:
AN L (2.38¢)
vl Lo L]

Therefore the relation between the down- and upgoing traction and the total traction and total
particle velocity is given by:

W _ [ o] M M} H _|Lims LMy {T 239
LT'J 0 Lyj|My; MyjIV]  [L3M; EsMy[¥

and for the up-and downgoing particle velocity wave fields:
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(2.40)

Vi ko MZMI[
0 Lij[M; My

T 1
) LiM; b

~_

LM} LM} fﬂ
v M

Of course, equations (2.40) and (2.41) can also be derived directly.

The equations given in this section are used to derive a general forward model of elastic data,
which will be given in the next section. As we have given the relations between the down- and
upgoing wave fields in terms of P- and S-wave potentials, tractions or particle velocities on the
one hand and the total traction and particle velocity field on the other hand, we can chose for
three kinds of elastic wave field descriptions at the surface

— In terms of down- and upgoing potentials ﬁ+ and ﬁ_.
— In terms of down- and upgoing tractions T* and T .

— In terms of down- and upgoing particle velocities y+ and V.

2.6.2 General forward model for multi-component surface data

From the previous section it may be clear that there are three basic ways to describe elastic
down- and upgoing wave fields: in terms of P- and S- wave potentials ® and ¥, in horizontal
and vertical components of the traction T,, and T,,, and in terms of horizontal and vertical
components of the particle velocity V, and V,. Let us define the elastic subsurface impulse
response matrix X (zq,Zp), which consists of four submatrices, in the following way:

Xoccc (ZO’ ZO) XocB (ZO’ ZO) ]

X(zp,29) = ;
" X pa (20 20) Xpp(29:29)

(2.41)

with o and B standing for the quantities that have been chosen to describe the elastic one-way
wave fields at the source and receiver positions:

a) Potentials
o=¢ and B=y
b) Tractions

o=1,, and B=t1,,

c) Velocities
o=v, and B=v,.

Each submatrix in equation (2.41) describes the upgoing wave fields at the receiver positions
in terms of o or B due to unit downgoing wave fields at the source positions in terms of o or p.
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One column of the elastic impulse response matrix X(zy,zp) contains the spatial impulse
response for one source position (common source gather); the upper part consisting of the o
quantity of the upgoing waves and the lower part consisting of the P quantity of the upgoing
waves. The position of this column (left or right part in the matrix) determines the description
of the source waves (in terms of o or B). Similarly, one row of X(zy,z,) contains a common
receiver gather with the left part consisting of the o quantity of the downgoing waves and the
right part consisting of the [ quantity of the downgoing waves. The position of this row (upper
or lower part in the matrix) determines the description of the upgoing waves (in terms of o or
B). Fig. 2.13 shows this multi-component spatial impulse response matrix, with the four sub-
matrices. For a downgoing “a wave field” at source position j, as shown in Fig. 2.13, the cor-
responding upgoing “a and P wave fields” at receiver position i correspond to a column in the
left part of the matrix X (zg,z,). In appendix A this multi-component matrix notation is further
explained.

Looking at the seismic situation, where the surface is a free surface, the downgoing source
wave field at the source positions is generally described in terms of tractions (@=T,,", B=Tu+)
and the upgoing reflected wave fields at the receiver positions are generally described in terms
of particle velocities (0=V, ,p=V, ).

Note that if the quantities o and P represent potentials, then o and § define also the zype of
wave field (being P- and S-waves).

J
'
s H
: :
H :
N R R @ quantity of upgoing waves
i—> $ ! at the receiver positions
H :
: : B quantity of upgoing waves
I RARAN 3 SRR at the receiver positions
| —p 3 :
] :
H '

X (zg,2¢)
a quantity of B quantity of
downgoing waves downgoing waves
at the source at the source
positions positions

Fig. 2.13 The elastic impulse response mairix X (zp.zp) consists of four submatrices.
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Once the elastic impulse response matrix with multiples, X(z,z), has been defined, the elas-
tic impulse response matrix without multiples, X¢(zy,2o), can be defined in the same way. The
relation between the two impulse response matrices is similar as in the acoustic case (see
equation (2.14)):

Xz =[ I - Xo(z020) Rz ™! Xo(z070) » (2.42)

with R (zg) describing the multi-component free surface reflectivity matrix, defined as:

Raa (z9) Rgp(zy)
Rj, () Rpg (z)

R (z9) = (2.43)

In equation (2.43) submatrix R;B describes the reflection at the free surface from the B quan-
tity of upgoing waves to the o quantity of downgoing waves, etc.

2.6.3 Including source and receiver characteristics
- Including the source matrix

Similar to the acoustic case, the total upgoing elastic wave fields contained in P™(z,) due to
the downgoing elastic source wave fields §+(zo) can be formulated as:

P (z0) = X(2z0,20) $*(z0) (2.44)

with P (zy) defined as:

Pz = | oo (%) Pap () (2.45)

Pp, (z9) Ppg(zg)
and the total downgoing source wave field defined as:

S;B (zp) S;B (zg)

§%@y = N N
pp (Zo) Sgp (zo)

(2.46)

Note that in the above matrices P stands for a general wave field description (and not for
P-waves); S describes a general source wave field (and not S-waves). Again a and B refer to
the different quantities, depending on the way the elastic wave fields are described.
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X P
vibrator dynamite
a) b)

Fig. 2.14 Effective downgoing source wave field at z, i.e. one column of the source mairix.
a) Vibrator source b) Buried dynamite source.

Land data acquisition is normally done with vibrators, as shown in Fig. 2.4a, or with buried
dynamite sources (at depth level z;), as shown in Fig. 2.4b. In the first case it is possible to use
differently oriented vibrators for multi-component traction sources.

As in the acoustic situation, the downgoing source wave field can be considered as a combina-
tion of a decomposition matrix, source array matrix and the basic source matrix:

§70) = D,"(20) DS, (20) S1(z0) , (2.47)

with S(z,) the basic source matrix in terms of tractions at the free surface, D :;)ay (zy) describ-
ing the array effects (if applicable) and Ds+(20) describing the decomposition into the down-
going wave fields. The decomposition operator Ds"'(zo) has a meaning which depends on the
way the downgoing going wave fields §+(zo) are described: in terms of P- and S-wave poten-

tials, stresses or particle velocity components. In section 2.6.4 this will be further discussed.
- Vibrator sources

For the description of the basic source matrix we assume perfect stress sources (vibrators) ori-
ented in the x- or z-direction. We also assume that the vibrators act as point sources, i.e. their
size is small compared to the wavelengths of interest. The vibrator oriented in the x-direction
imposes only horizontal stresses on the subsurface and the vertically oriented vibrator (the
conventional vibrator) imposes only vertical stresses. This means that the basic source matrix
S1(zo) has only two of the four sub-matrices non-zero:
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At the position of the source itself stresses are present whereas at all other positions at the sur-
face the pressure is zero because we deal with a stress free surface. This causes the source
matrix to be non-zero at the diagonal elements only. The non-zero elements contain the source
strength for the frequency component for which the source matrix is constructed. If the source
strength for the j™ shot record is given as S, j(@) for the horizontally oriented and S, () for
the vertically oriented vibrator, the source sub-matrices for N (ideal) vibrators can be written
as:

S,2(z0) = diag [ $,3(0) S,2(®) . .. $,;(®) ... S, N(@) ] (2.49a)
and

S.2(z0) = diag [ $,1(0) S, 2(®) . .. S, (@) ... S,n) ] . (2.49b)

If the source signatures are equal for all shot records, being S,(®) for the horizontally and
S,(w) for the vertically oriented vibrator, the source sub-matrices are given by:

S.(zo) =S, (@) I (2.50a)

and

S:(zo) =S, () I. (2.50b)

Finally, if both vibrator types generate the same signature S(w), the initial multi-component
source matrix can be written as

St(zg) =S(w) I . (2.51)

However, in practical situations the existing generation of vibrators do not act as ideally as
previously described; they have a more complex behavior. In that case a source wave field is
still described by one column of the source matrix, but now also non-diagonal elements have
non-zero values. For a more elaborate discussion on the behavior of vibrator sources see
Baeten (1990).

- Dynamite sources

A dynamite source can be considered as a monopole source (i.e. omni-directional characteris-
tics). Surrounded by a homogenous, isotropic medium it radiates a spherical P-wave, see for
example Anstey (1981). As this source is buried close to the surface at depth level z,, typically
a few meters, we also have to deal with its mirror source. This means that the upgoing source
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wave field reflects at the free surface and forms an additional downgoing wave field (“ghost”
wave field). During this reflection, P-waves are partially converted to S-waves. This conver-
sion effect is angle dependent. However, as S-wave velocities have low values close to the sur-
face, and the angle range of the emitted source wave field that actually appears in the
reflections is rather small, these conversions may be neglected. For an example of free surface
reflectivity operators in the elastic case, see Appendix B. If also the depth of the dynamite
source is small enough compared to the dominant wavelength in the source wave field, the two
P-wave monopoles will have equal strength and opposite sign (after reflection against a per-
fect reflector) and can be considered as a P-wave dipole at the free surface.

It is known (Berkhout (1982)) that the downgoing wave field of a dipole measured along
dipole axis can be written as a spatial delta function; see also Appendix B for a further discus-
sion on this subject. This means that the initial source matrix in terms of P and S source wave
fields has only one non-zero sub-matrix, which is a diagonal matrix if all dynamite sources are
assumed to be equally strong:

Snzo) = {S""P (29) Sqy (ZO)} ) P "}

. 2.52
S“,(P (zg) S\W (zg) 00 ( )

In terms of tractions, the source matrix Sn(z) should be multiplied with a composition opera-
tor L; (zo) (see equation (2.35)) to arrive at the source matrix in terms of tractions S1(z):

S+(z0) = L] (z0) Sn(zo)- (2.53)

In the matrix §1(zy) only the left half will be non-zero, meaning that only one type of source
wave field is generated.

If the depth of the dynamite source is not small, the source matrix can be calculated by the
superposition of the source matrices of the two monopole sources separately.

- Including the receiver matrix

For multi-component land data acquisition the data is measured by geophones that record the
horizontal and vertical component of the particle velocity at the free surface (2D situation). If
the detectors are also included in our forward model, the total measured wave field P(z), i.e.
the horizontal and vertical components of the particle velocity due to the source wave fields, is
defined as:

P, o(z) Py g (Zo):l (2.54)

P(zo) = .
- {wzo) P, 5(z)
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similar to the acoustic case the measured data can be expressed in the upgoing wave fields at
the surface by:

Pz =D, (20 D, (20 Pz, (2.55)

D, (2o) describing the composition of the upgoing wave fields into particle velocity compo-
nents at the free surface and D::”y(zo) describing the effect of the geophone arrays. The com-
position operator D, (zq) depends on the way the upgoing wave fields P~ (z,) are described: in
terms of P- and S-wave potentials, stresses or particle velocity components. In section 2.6.4

this will be further discussed.
- Total forward model for multi-component data

Including the effect of the source and detector matrices, the total multi-component seismic
data model reads:

Py =[ D), 20 D720 ] X@ozo) [ D10 D, o) | S1(z0) - (2.56)

In equation (2.56) S1(z() describes the source tractions imposed by the horizontal and vertical
vibrators; D,+(z0) describes the translation of these tractions into downgoing wave fields;
D, (zy) describes the translation from upgoing wave fields into the horizontal and vertical
component of the particle velocity. D (z;) and D{?. (z,) describe the source and receiver

~ array ~"array
array effects.

2.6.4 Expressions for Ds+(zo), D, (zy) and R (z,)

In the sections 2.6.2 and 2.6.3 a general description of multi-component seismic data in terms
of down- and upgoing wave fields has been given. In this section the matrices Ds+(zo), D, (z)
and R (zp) will be discussed in more detail. The relations between the up-and downgoing
wave fields, as described in section 2.6.1, will be used. Note that all these formulations are
only exact if the medium near the surface, where the acquisition takes place, is considered to
be (locally) homogeneous.

- Description in terms of potentials

If the wave fields are described by down- and upgoing P- and S-wave potentials ® and P, the
spatial impulse response matrix reads:

2.57)

X, . (z5,2z9) X, (2 Z5)
X(zozo) = | 0000 TevrT0 0}

Xyo (2o 2) Xyy (20 20) |

The free surface reflectivity is defined as:
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I (20 = Ry(zo) I (20) - (2.58)
Substitution in equation (2.35) yields:
T(z) = L} (zo) Rpy(zo) I (zo) + L (20) IT™(29) = 0, (2.59)

as we deal with a traction free surface. Equation (2.59) must be true for each upgoing wave
field IT" (zy), so we may conclude

L} @o) Ry + L; (z0) =0 (2.60a)
or

Rp(z) =-[L} @] 1 L; ) - (2.60b)

The operator D,¥(z,), which transforms the downgoing source traction into downgoing P- and
S-wave potentials, can be directly found from equation (2.37a):

DYz =L} ! (2.61)

The operator D, (zy), which transforms the upgoing P- and S-wave potentials into the total
particle velocity components, can be found by setting the total traction to zero in equation
(2.36):

D, (z0) = [M; )] . 262

- Description in terms of tractions

If the wave fields are described by down- and upgoing tractions 1,, and T,,, the spatial impulse
response matrix reads:

XT"Tu (ZO’ ZO) X‘tlt‘tll (Zo, ZO)

X(zpizo) = . (2.63)
X'tlltn (ZO’ ZO) th’tn (ZO, ZO)
The free surface reflectivity operator R7(zo) is defined as:
T (zo) = Ry(z0) T (20) - (2.64)

As the total traction is zero at the free surface, it follows from equation (2.64):

Ri@o=-1. (2.65)
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According to the definition, the operator D s+(ZO) is simply:

Dfzy=1 . (2.66)

The operator D, (z), which transforms the upgoing tractions into the total particle velocity
components, can be found from equation (2.39):

D (zo) = [M; @] ' [L; 2] . (2.67)

From the expressions for the matrices Mj (z) and L3 (zp) in the k,-0 domain (see Appendix
B), one can easily verify that D, (z) is a diagonal matrix in the k,-@ domain.

- Description in terms of particle velocity

If the wave fields are described by down- and upgoing particle velocity V, and V,, the spatial
impulse response matrix reads:

vavx (ZO’ Z0) vav, (ZO’ z0)

X(z0,20) = . (2.68)
Xv:vx (Z07 ZO) XVsz (ZO’ ZO)
The free surface reflectivity operator Ry (z) is defined as:
V*(z0) = Ry (z0) Y™ () (2.69)

and can be expressed, using equations (2.37a) to (2.38¢) and equations (2.64) and (2.65), as:
Ry (z0) =-L} @) [L3 @' L3 (o) [Li@)] " (2.70)

The operator D (z,), which transforms downgoing traction into downgoing particle velocity,
can be found by combining equations (2.37a) and (2.38a):

Pz =L @) [L} o] . @2.71)

The operator D, (zq), which transforms the upgoing particle velocity into the total particle
velocity components, can be found by setting the total traction to zero in equation (2.40):

D, (zp) = [M;(z] ! [L7(z0)] . Q.72)

As expected, for a stress free surface the wave field description at the surface is simplest in
terms of down- and upgoing traction, see equations (2.65) to (2.67).
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2.6.5 Single-component elastic data

Most present land data surveys are still single-component. Only one type of source is used, i.e.
dynamite sources or vertically oriented vibrators, and one type of receiver, i.e. geophones reg-
istering the z-component of the particle velocity.

For the processing of this data the acoustic approximation is generally made, i.e. the data is
considered to be true P-wave responses measured by P-wave detectors. This assumption is
only acceptable for a very low velocity surface layer. In Chapter 4 we will discuss a
multi-component example, in which clearly the 1,,-V, panel (Fig. 4.28d) differs from the true
P-P panel (Fig. 4.29a).

However, the S-wave and P-wave responses cannot be separated in single-component data
acquisition. If we concentrate on the description of the wave fields in terms of P- and S-wave
potentials, as described in the previous section, we may write

IT* (z0) = [L} 2o)] ! S1(z0) . @.13)

for the transformation of the traction source wave field into. the downgoing P- and S-waves
(leaving out the array matrices for simplicity) and

V(zo) = [M; (29)] ! T~ (z0) @2.74)

for the composition of the upgoing wave P- and S-wave fields into particle velocity.

If only the T,,-V, response is available and the P to P response is the desired response, then we
may approximately write in the k.- domain (using the expressions as given in Appendix B)
for the downgoing P-waves:

- K2 (k2 -2k?
" (g~ KsUs 72

5S¢, @) @75)
4Kk, pk, s+ (k§ —2k2)

with ks=w/cs, cs being the S-wave velocity at the surface, k, being the horizontal wave number
and k, 5 being defined as k, >=kg?-k,2.

If the S-wave velocity is set to zero, meaning that 1/kg=0, equation (2.75) transforms into:
" (zg) =8 . (2.76)

This is indeed equivalent to the acoustic description, for which the traction is defined as the
opposite of the pressure.
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At the receiver side an approximate expression for composition in the k,-® domain yields
(using the expression for M (zp) in Appendix B):

. K2k _(Ki-2k>H
V)= oo T 8y @)
P akZk, pk, s+ (k3 - 2k%)

with p the medium density, k, p defined as k, p?=kp2-k,? with ky=w/c, and c; being the P-wave
velocity. For the acoustic approximation (1/kg=0) this reduces to:

v 2k, p o ( (2.78)
2~ op z9) i

which can also be found in Wapenaar and Berkhout (1989). It appears that taking a guess for
the S-wave velocity, yielding equations (2.75) and (2.77) gives a more accurate description
than making the acoustic assumption, yielding equations (2.76) and (2.78).

For instance, if we assume a cp/cg ratio of 1.5 at the surface, the results for the approximate
elastic and the acoustic source and receiver composition operators are shown in Fig. 2.15a and
b. For a cp/cs ratio of 2at the surface, the results are displayed in Fig. 2.15¢ and d. From equa-
tions (2.75) and (2.77) and from Fig. 2.15 can be concluded that for relative small S-wave
velocities at the surface (cp/cg ratio larger than 2) the acoustic assumption can be taken, but for
smaller cp/cg ratios the elastic effects are better taken into account.

Note also that for the free surface reflection the elastic P to P reflectivity should be used (upper
left element of equation (2.60b), see also Appendix B) in stead of the acoustic approximation
of r=-1.

As a final remark, the elastic theory can be extended to 3-D wave fields, introducing two types
of S-waves, with polarizations in two independent directions. In the 3-D situation the multi--
component data matrices consist of 9 submatrices (9-component data). Also each multi-com-
ponent operator matrix mentioned in this section consists of 9 submatrices. However, all
matrix notations stay exactly the same. For a more elaborate discussion see Wapenaar et al.
(1990a). Note that even for the 2-D situation a description for 3-D wave fields is useful if
anisotropy effects are to be included.
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Fig. 2.15 a) Real and imaginary part of the source decomposition operator. b) Real and imaginary part of the
receiver decomposition operator. The solid line shows the acoustic assumption, the dashed line the
assumption that cplcg=1.5.
¢) Source decomposition operator for cplcs=2. d) Receiver decomposition operator for cplcs=2.
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SURFACE-RELATED MULTIPLE ELIMINATION

In this chapter the theory of surface-related multiple elimination will be described by applying
the inverse of the multiple generating operator to the data. This means that multiple elimina-
tion is formulated as an inversion process.

In the first part of this chapter the marine situation is considered. In the second part multi-com-
ponent land data will be discussed.
In this chapter the matrix notation will be extensively used.

3.1 ACOUSTIC DECOMPOSITION INTO DOWN- AND UPGOING WAVES

For the surface-related multiple elimination method in the marine situation the forward model
as described in section 2.2 has to be used. The very first step is to remove those events from
the input data that have not propagated into the subsurface: i.e. the direct waves. Then, the
influence of source and receiver characteristics should be removed. Next, the multiple elimi-
nation process can start.
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3.1.1 Removing the direct waves

P(2) = [ Dymy(@) D (220) ] X(2020) [ D,F(202) Dymy(z) 1 S(@) + N(zp).  3.1)
step 1

In equation (3.1) N(z;) contains all events that are not described by the forward model, as
stated by equation (2.21), i.e. direct waves and (possible) noise.

Direct waves are generally removed by a muting process in the x-t domain and/or a filtering
process in the k,-® domain. It is important not to distort reflection events, as they are part of

the multiple elimination operator.

In the special situation of a very shallow water layer, the response of the water layer itself,
which may considered as an “acoustic groundroll” (see section 2.5.2), should be removed as
well, again without distorting the other reflections.

3.1.2 Removing the receiver effects

Pz) = [ Dymy(@) D (z,2) 1 X(z20) $T(z0) - (3.2)
\ /

V.
step 2a

After the removal of the direct wave, the next step is to go from the measured data P(z;) to the
upgoing wave field just below the free surface, using equation (2.20):

P (20) = [ Dyumy(z) D, (2020) 1 P2 . (3.33)
or, equivalently,
P (2) = [D; (2,20)] " [Dyrmy @)1 P2 - (3.3b)

Equation (3.1) formulates that the array effect should be eliminated first; next the ghost effect
is removed and the result is transformed to reference level z,.

The calculation of the inverse of matrices D,,,(z,) and D, (z,2z) can be done via the k,-@
domain, using the receiver array configuration and the water velocity (see Appendix B). Both
matrices should be inverted in a stabilized way in order to prevent instabilities at possible
notches.

The result of the inversion step at the receiver side can be formulated as (see equation (2.16)):

P7(z0) = X(20,20) St (zp) - (3.4
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3.1.3 Removing the directional source effects

P (20) = X(20,20) [ D;*(202) Dury(2) ] S(@) . (3.5)
_ /
V
step 2b

The next step is to remove the source directional properties, ending up with true pressure
dipole sources:

i\)-“(ZO) = P_(ZO) [ Ds+(z()yzs) Damy(zs) ]_1 > (36&)
or, equivalently,
P(20) = P (20) [Dury(@)) (D, 0,2)] 7. (3.6b)

Equation (3.6a) formulates that the array effect should be eliminated first. If the source
behaves as a monopole and the source array is close to the surface (less than half the minimum
wave length of interest) the ghost effect at the source side simulates a dipole response. In that
situation Ds"'(zo,zs) reduces to a unit matrix and does not need to be corrected for.

f’_(zo) represents the upgoing reflected wave fields in terms of pressure due to the dipole
source signature S(). For air gun data the source signature S(w) is difficult to measure accu-
rately, especially in a true amplitude sense. The latter is a requirement for the surface-related
multiple elimination method. Therefore, after removing both the source and receiver effects,
we leave the source signature in the result.

Ziolkowski (1991) recommends to put significant effort in measuring the wavelet accurately
during acquisition. However, further in this chapter it is shown that the source signature can
be accurately estimated during the multiple elimination procedure. Of course, any information
about the source signature is always helpful to constraint the optimization problem involved.
Ziolkowski et al. (1982) and Parkes et al. (1984) show how the calculation of the airgun wave-
let can be done, although for an initial estimate of S(w) we certainly do not need to include the
complex interaction effects.

Finally note that for an inhomogeneous array, such as an airgun array, D,,,(z,) is frequency
dependent (see Fokkema et al., 1990).
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3.2 REMOVING THE SURFACE-RELATED MULTIPLES

In conclusion, after removing the source and receiver effects, the resulting surface data can be
represented by:

P7(z0) = X(zo,2) S(w) . 3.7
Now, the next step is to transform P7(z) to X(zg,20), yielding the dipole response of the sub-
surface without surface-related multiples.
3.2.1 Surface-related multiple elimination by applying the inverse of the multiple gener-
ating operator
The relation between X(zo,zp) and X(z,z) is given by equation (2.14):

X(z0,20) = [ 1- Xo(z020) R (z0) ™! Xo(z020) - 3.8)

After inverting this expression, we arrive at:

Xo(zozo) = X(2020) [ 1+ R (z0) X(z0,29) | (3.92)
or, equivalently,
Xo(zozo) = [ 1+ X(20,20) R (z0) |} X(z0,20) - (3.9b)

Using equation (3.4) we may write
Xo(Zozo) = [T+ P (29 {8720} ' Rz0) 7! P(z0) {ST @0} ! . (3.10a)
or:

Py (z9) = Xo(z0,20) S™(z0)
=[1+ Py [{ST @)} R () [T P (o), 3.11)

which has an equivalent structure as the forward model in equation (2.24).

If also the directional source effects have been removed,equation (3.11) simplifies to:

Py (z0) = Xo(z0,20) S(®)
=[1+ P o) [ RG] ]! P o), (3.12)
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with Pg (zo) defined as the upgoing wave field at the surface after directional deconvolution
and without surface-related multiples.

From equations (3.9a) to (3.11) it can be seen that only the free surface reflectivity and the
source wave field have to be known. Any information about the subsurface is not needed! In
fact the data itself is used as extrapolation operator to predict all surface-related multiples.
This becomes even more clear if the inversion term in equation (3.11) is expanded into a Tay-
lor series:

Py (20) =P (z0) - { P(z0) A(zo) } P(2zo) +
(P @A) PP ()~ { P () A@) PP +...  (3.13)
with the surface matrix A(z;) being defined as
A@o) = {S*(z0)} " R(zo) (3.14)
or, if the directional source effects have been removed already,
A(z0) =S (@) R (z0) . (3.14b)

Each term in equation (3.13) predicts one order of surface-related multiples. As there will be
only a limited order of multiples present in the data, only a limited number of terms have to be
taken into account in equation (3.13). A direct inversion, as described by equation (3.11), will
cause instability problems in a large number of seismic situations. Hence, our multiple elimi-
nation scheme is based on equation (3.13).

To simplify the notation, the symbol P(z,) will be replaced by P™(z,). Hence, in the follow-
ing P"(zp) may or may not be corrected for the directional source characteristics.

Fig. 3.1 shows the application of our multiple elimination scheme for a simple 1D example,
with a model consisting of 20 reflectors. Fig. 3.1a to d show the first four terms of the Taylor
series, the first one of which is the data with multiples. For this 1D example, the matrix multi-
plications reduce to simple scalar multiplications in the frequency domain (1D convolutions in
the time domain). If the results for 10 Taylor terms are added, Fig. 3.1e is the result. All sur-
face-related multiples have been removed and the 20 primaries with the (much weaker) inter-
nal multiples are left. Also direct inversion has been applied on the input data (Fig. 3.1a), the
result of which is shown in Fig. 3.1f. Wrap around effects can be observed in the data after
multiple elimination, which are caused by predicted higher order multiples, that have not been
captured within the registration time of the data. As for a horizontal plane wave no critical
reflections occur in a 1D medium, no instability problems are present.
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In the marine situation we may assume a reflection coefficient in stead of a reflectivity opera-
tor, which means that surface operator (3.14a) reduces to a surface factor (depending on fre-
quency only):

Az) =A@ =Sl )11, (3.15)
which transforms equation (3.13) into
Py (z0) = P(z0) — A(@) {P(20)) 2 + A%() {P"(20)}3 - (3.16)

The multiple elimination process can be carried out as a weighted summation of the auto con-
volution terms of the seismic data. The weighting function A(w) is needed to deconvolve each
Taylor term for the source signature S(w).
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Fig.3.1 a) Horizontal plane wave response in a 1D medium consisting of 20 reflectors, which is the first term

of the Taylor series expansion. b) Second term of the Taylor series expansion. ¢) Third term of the
Taylor series expansion. d) Fourth term of the Taylor series expansion. e) Summation of the first 1 0
terms of the Taylor series expansion, yielding the response without surface-related multiples.

P Result of applying a direct inversion on the response of a), yielding wrap around effects of high
order Taylor series terms in the time domain.
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Fig.3.2 Seismic data after surface-related multiple elimination; the data is fed back into the earth with an
opposite free surface reflectivity.

3.2.2 Surface-related multiple elimination and Huygens’ principle

- Direct feedback of the upgoing wave field into the subsurface

Looking at equation (3.11) we observe that the multiple elimination process can be described
with a similar diagram as in Fig. 2.8; this diagram is shown in Fig. 3.2. As can be seen from
Fig. 3.2 the surface-related multiple elimination acts as if the upgoing wave field at the free
surface is instantaneously put back into the subsurface with an opposite free surface reflectiv-
ity. In that way the reflecting effect of the free surface is neutralized.

Theoretically, if at each receiver position a source would be placed that emits the received
upgoing wave field instantaneously back into the subsurface, weighted with -rg, all surface-re-
lated multiples would vanish.

a) b)

Fig.3.3 a) At the free surface any upgoing wave field is transformed into a downgoing wave field.
b) Theoretically, surface-related multiple elimination could be applied during acquisition. At each
receiver position a source should instantaneously emit the upgoing wave field back into the
subsurface with an opposite free surface reflectivity. As a result the total downgoing wave field will be
zero.
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This concept is illustrated in Fig. 3.3a, where a wave front is shown for two time instants t,
and t,, just before and after reflection against the free surface. In Fig. 3.3b the same situation is
sketched, but with the “active” receiver situation. Each receiver emits the received upgoing
wave field weighted with -ro. In this way equation (3.11) is applied instantaneously in the field
and the data without surface-related multiples, Py (z), is the final registration result.

- Recursive feedback of the upgoing wave field into the subsurface

A more practical way of looking at the feedback principle is based on the Taylor series expan-
sion, as stated in equation (3.16). Each term of this series expansion is separately measured in
the field and finally a (weighted) summation yields the rmultiple free data. Each term is the
result of a series of new field experiments, the source signatures being given by the corre-
sponding traces of the previous experiment.

The Taylor series feedback method is examined by considering the same simulated data set as
in Chapter 1, section 1.1. Fig. 3.4 shows how the feedback procedure of the data into the sub-
surface can be accomplished.

Note that if one shot record of the dataset is considered (corresponding with one column of the
datamatrix P™(zo) in equation (3.16)), to generate the next Taylor term { P_(zo)}2 each trace is
used as a new source signature. This means that at each trace position a new shot record exper-
iment is carried out with the measured trace used as source signature. This results in as many
new shot records as there are traces in the shot record under consideration. These shot records
are added and the resulting “shot record” is the time domain representation of the correspond-
ing column in the second term, { P~ (zo)} of the Taylor series in equation (3.16).
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Fig.3.5 a) The contribution of four Huygens sources to the second term of the Taylor series. b) The second
term of the Taylor series if all Huygens sources have been taken into account
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In other words, each receiver acts as a Huygens point source. The result of all Huygens source
responses is exactly the same as the extrapolation result of the upgoing wave field 13-(20) (one
column of P"(z,)) for an extra round trip through the whole subsurface. In Fig. 3.4 this is
shown for only four of the receiver positions, yielding a severely aliased result in the lower
right corner. If all traces of the original shot record are used as Huygens source signatures, the
result is given separately in Fig. 3.5. Fig. 3.5a shows again the combination of the 4 consid-
ered Huygens sources from Fig. 3.4; Fig. 3.5b is the result if all traces are used, yielding the
correct version of the second Taylor term.

For the third term of the Taylor series, the second term should be used as input of the
feed-back procedure, i.e. each trace of the data in Fig. 3.5b is again used as a Huygens source
signature, yielding the data which has traveled two extra round trips through the whole subsur-
face. This procedure is repeated until enough terms have been generated to cover all orders of
surface-related multiples present in the data. Finally, a (weighted) addition of these terms
yields the multiple free data.
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- Numerical recursive feedback of the upgoing wave field into the subsurface

The feedback procedure in the field is not practical and has only be introduced to explain the
method. However, the same result can be obtained numerically. In stead of using each trace of
a shot record as a Huygens source signature for a new field experiment, this trace is convolved
with the spatial impulse response related to that receiver position. If this convolution proce-
dure is applied for all traces of the shot record, and the results are added, the next term of the
Taylor series expansion is calculated. This procedure is visualized in Fig. 3.6. The result is
only displayed for four of the traces, yielding exactly the same aliased Taylor series term as in
Fig. 3.4. Fig. 3.5 already showed the result if all traces are used. It is important to realize that
the shot records, when correctly deconvolved for the source and receiver characteristics, are
identical to the required spatial impulse responses. Thus the multiples can be predicted by con-
volving each trace of one shot record with the shot record corresponding to that trace position.
Hence, the data is convolved with itself. This is exactly what equation (3.16) tells us.

—1 O

Il

P i U ..
]
el | Ml T ..
MR il |
lWl!HlUlU!) lllllll!llﬂ}

Fig.3.8 Time domain versions of the first four terms of the Taylor series for one shot record. A weighted
addition of these four terms yields the shot record without multiples.
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The convolution of each trace of the input shot record with all traces of the corresponding shot
records can be carried out in the frequency domain as multiplications. If all multiplications of
each trace with a complete shot record are combined, the result is exactly a multiplication of
the data matrix with itself. This has been indicated in Fig. 3.7, where the matrix multiplication
for one column (corresponding to one shot record) is subdivided in contributions for each ele-
ment of that column (corresponding to each trace position in the shot record). Of course, this
matrix multiplication should be applied for all frequencies.

After the second term has been calculated, this result can be used as input for a similar multi-
plication sequence, generating the third term of the Taylor series expansion, etc. In this way all
terms of the Taylor series can be calculated for one shot record. After a weighted addition
according to equation (3.16) the shot record without surface- related multiples is the result.
Fig. 3.8 shows the first four terms of the Taylor series for the same shot record which has been
considered in the previous figures. After the weighted addition of these terms, the resulting
shot record without surface-multiples is shown. The surface-related multiples have been per-
fectly eliminated indeed, restoring the primaries from the interference with the multiples. Note
that this result has already been shown in Chapter 1. Apart from the primaries, also one inter-
nal multiple is visible in the output data; it is indicated with an arrow.

3.2.3 Iterative interface-related multiple elimination

On principle the inversion can be extended to other interfaces by a combination of downward
extrapolation (redatuming) and interface-related multiple elimination (removing of multiples
related to that specific interface).

After removing the surface-related multiples we can assume that we have acquired X(zg,zo).
With this equation (2.13) can be inverted, starting with redatuming to the first interface:

X(@12) = {T @)} {W @020} Xozo,20) (W21, 20} {THz)) ! (3.17)

The pre-stack redatuming procedure has been extensively treated by Kinneging et al (1989).

The redatuming step results in X(z,,z;), which is the spatial impulse response matrix of the
subsurface related to the first interface including all multiples related to this interface (next
surface). Redatuming can be followed by an interface-related multiple elimination step:

Xo@1,z) = [ 1+ X(z;,2,) R (z)) ]_1 X(z,2y) - (3.18)

Note that after the redatuming step, as described by equation (3.17), the primary of the first
interface has to be removed from the data. It can be found at zero time (the reflectivity opera-
tor) and even moves to negative times after further redatuming to other depth levels (see de
Bruin et al. (1990)).
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This iterative multiple elimination procedure can be extended to each depth level z,, removing
the propagation and multiple effects iteratively for each depth level. However, its application
will only be useful for the main interfaces s, in the subsurface, and not for each depth level z,.
Taking this into account, the iterative multiple elimination procedure related to the interface s,
reads:

a. Redatuming

X (moSw) = {T )} {W 15} KoGrmt:Sm W s )} HTH s}, 3.19)
b. Interface-related multiple elimination

Xo(SmoSm) = [ T+ XSpuSm) R (50) T X 5ips5en) - (3.20)

The multi-boundary multiple elimination procedure is visualized in Fig. 3.9. For the iterative
multiple elimination the reflection, transmission and propagation matrices of the current inter-
face c.q. layer have to be known in order to apply equations (3.19) and (3.20) correctly. In
other words, the position and reflectivity characteristics of the multiple generating interface
have to be known. An interesting feature to consider is the fact that the multiples that have
been eliminated in the previous step might provide that information. For example, the elimi-
nated surface-related multiples will contain a lot of information about the first layer and its
bottom, because they contain events that have been traveling many times within this layer.

In practical situations the process described by equations (3.19) and (3.20) will not be applied.
We may expect that only a few very strong reflectors, such as the sea bottom, may be consid-
ered for interface-related multiple elimination.

surface multiple elimination

AT

etc.

interface multiple elimination

-———\/——'-_'—\

Fig.3.9  Multi-boundary multiple elimination: recursive application of surface-related multiple elimination
Jollowed by redatuming to the next multiple generating interface.
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To demonstrate the iterative interface-related multiple elimination method, the example with
the four primaries of Chapter 1 is considered again. The shot record with all multiples is
shown in Fig. 3.11a, with the four primaries indicated. After surface-related multiple elimina-
tion, the result is Fig. 3.11b; it has already been shown in Chapter 1. The vast majority of mul-
tiples has been removed, but internal multiples can be observed in the data (see the arrows in
Fig. 3.11b). Therefore interface-related multiple elimination is applied to this data. First a
redatuming step to the first interface has been done, after removing its primary reflection. The
result of this downward continuation step is shown in Fig. 3.10a. On this data the surface-re-
lated multiple elimination procedure has been applied, the first interface now acting as the new
“surface”. Note the fact that the angle dependent upward reflection coefficient of this interface
has to be taken into account. The result is shown in Fig. 3.10b. An internal multiple, generated
between the second and third interface, remains in the data (see the arrow in Fig. 3.10b). The
result of the first interface-related multiple elimination can be extrapolated back to the surface,
if surface data is the desired output. The result of this extrapolation step is shown in Fig. 3.11c.
Note that the first primary has been removed from the data before redatuming to the first inter-
face. The multiples related to the first interface, indicated with the arrows in Fig. 3.11b have
been removed indeed. Fig. 3.11d shows the two types of multiples that have been removed.
The arrows indicate the first interface-related multiples. The other events in Fig. 3.11d are sur-
face-related multiples.
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Fig. 3.10 a) Shot record after surface-related multiple elimination and redatuming to the first interface.
b) Shot record after first interface-related multiple elimination as well.
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3.3 ADAPTIVE MULTIPLE ELIMINATION

3.3.1 Estimation of the inverse source signature using multiple elimination

As pointed out in section 3.2 the multiple elimination process only depends on the seismic
data itself, the inverse source signature and the free surface reflectivity properties. Generally
the source signature is an unknown quantity, especially concerning the absolute amplitude of
the source (the scaling factor of the data).

If we take an estimate of the inverse source signature this yields an estimate of the surface
operator <A(w)>, as defined in equation (3.15). When used in the multiple elimination proce-
dure (equation (3.16)) an estimate of the multiple free data <Py (z)> is acquired:

<Py (29> = P7(zg) — <A@)> (P (z0)}? + <A(@)>Z {P(z)}3 - ... (3.21)

A erroneous estimate of the surface operator yields a erroneous estimate of the multiple free
data. In the worst case multiples may be overcorrected, which means the generation of new
events. Therefore the multiple removal procedure can only be successful on field data when
applied in an adaptive way: find the best surface operator <A(w)> that removes the multiples
in an optimum way.

3.3.2 Minimum energy criterion

The question that arises is which criterium to use in deciding whether the optimum surface
factor A(w) has been found or not. A very useful and robust criterion appears to be the total
energy £ in the seismic data after multiple elimination, measured by the sum of the squares of
the samples in the traces in the time domain:

N, N, N,

t

E= 2 Zz<p0_ (iAx,,ijs,kAt;zo)>2 , (3.22)
k=1j=1i=1

with Ax,, Ax, and At the sample distances in the receiver, shot and time direction respectively
and N, N, and N, the number of receivers per shot, the number of sources and the number of
time samples per trace respectively. Being in the time domain has the advantage that a certain
time window can be selected.

Although it cannot be proven that the minimum energy always coincides with the optimum
removal of the multiples, it can be intuitively understood that it is a robust criterium. To under-
stand this, consider the fact that doing a perfect multiple elimination job means making the
free surface completely transparent, which means that all upgoing energy will disappear.
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Going back to the forward model, the subsurface response with multiples can be thought of
being constructed from a number of recursive Huygens experiments:

P(zp) =Py (z9) + P, (z) + Py (2p) + ..., (3.23a)
each term P, (z,) being defined as
P, (z) = Py (20 [ {S"(20)} ™! R7(z0) Py (2™ . (3.23b)

The first term, Py (z), contains the subsurface response with a transparent surface (no sur-
face-related multiples). The terms P, (zy), P, (z,) etc. contain the first, second etc. order of
surface-related multiples. If the total energy is calculated in the time domain, we arrive at:

N( Nl NI

E{p KnXetiz)) = 3, D, [ Po (1AXojAx,,kALZ) + P (1A%,jAX, kAL Zo)+
k=1j=1i=1

2

p; (AX,jAX KkALZg) + ... ] (3.24a)

or
£{ P-(ansat;zo) } = Z:{ pO—(iAxnjAkaAt; ZO) ] + £{ pl_(iAxnj AxsakAt; ZO)] 2+

E{p, (iAx,jAx, kAtzg)} + ...

+cross-terms . (3.24b)

If the cross-terms are small enough compared to the other terms in equation (3.24b), the total
energy will be minimum if the higher order terms in equation (3.23a) are zero, i.e. when the
surface is transparent. This can be achieved by taking the time window not too small (at least
one second) and the number of traces not too small (at least 100). This was fully confirmed by
all our experiments (simulated data as well as field data).

Fig. 3.12 shows the flow diagram for the optimization procedure. Note that the weighted sum-
mation of the terms, according to equation (3.16), has to be recalculated for each new guess of
<A(w)>. The matrix multiplications {P_(zo)}z,{P_(zo) }3 etc. have to be done only once, and
the results can be stored. The optimization of the parameters can be done by a standard optimi-
zation procedure, like steepest descent.
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( calculate P™(zg), {P (z)} 2 {P7(z)} 3 ere. )

—»C <Py (20)> = P(z) — <Al0)> {P(z)} + <AZ(w)> {P(zo)} - ... )

( calculate energy in <P (zp)> )

minimum
energy?

(optimum P, (zp) and A(u)))

Fig. 3.12 Flow diagram for adaptive multiple elimination.

update <A(w)>

3.3.3 Source signature parametrization

The unknown surface function A(w) is a function of frequency only, which considerably
reduces the number of parameters to be optimized. Moreover, due to the limited length of
a(t)=FI‘1 {A(m)}, we do not need to estimate A(w) for each frequency component in the data
but only for a limited number of frequencies. If we have defined a parameter at every Af Hz,
the corresponding time length will be L,=1/Af s. Typically a length of 0.2 s, in contrast to the 6
s full trace length, requires one frequency parameter every 5 Hz only.

A restriction on the length of a(t) is also necessary as the maximum length that can be esti-
mated should not exceed the shortest multiple periodicity (e.g. the water bottom multiple in
marine data). This can be understood by considering the fact that application of a(t) means
deconvolution. If the deconvolution filter is too long it is possible that primaries are removed
as well; the latter will falsify our forward model. In situations where the length of a(t) is larger
than the smallest multiple periodicity (in the case of shallow water), wavelet deconvolution
should be applied on the data first (pre-decon) to shorten the wavelet sufficiently.
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If the frequency sampling of the signature to be estimated has been decided on, for each defi-
nition point a complex valued parameter is defined. These complex valued parameters can
either consist of a real and imaginary part or an amplitude and a phase, as shown in Fig. 3.13.
The values of the surface operator A(w) for all other frequency points can be calculated by
interpolation. For our purpose two methods have been used: interpolation by cubic splines or
by applying an inverse Fourier transform of the sparsely defined surface function to the time
domain, padding zeroes until the full trace length is reached, and then applying a forward Fou-
rier transform to the frequency domain using the full trace length. The spline interpolation
method allows an arbitrary positioning of the frequency definition points (Fig. 3.13a), the Fou-
rier transform method is restricted to an equidistant distribution along the frequency axis (Fig.
3.13b). If desired, a band-limited stabilized inversion of the surface operator A(w) (assuming
ro=-1) yields an estimate for the signature S(w).

For an example the data of Fig. 3.4 to Fig. 3.8 is considered again. For simulating this data the
mixed phase wavelet of Fig. 3.14a has been used. For the estimation of this wavelet 5 shot
records and 4 terms of the Taylor series have been used. The source signature has been param-
etrized with 5 definition points at 10, 20, 30, 40 and 50 Hz. Through these points the amplitude
and phase has been interpolated using the cubic spline method to get the wavelet for all fre-
quencies. The spacing of 10 Hz in the frequency domain implied an approximate length of
about 100 ms in the time domain, which appeared to be correct. In the band from 0 to 10 Hz
and from 50 to 60Hz a smooth tapering to zero has been imposed on the amplitude and phase
spectrum of the wavelet. In these regions accurate estimation is impossible.

A A
real part amplitude
A(w) A(w)
frequency (Hz) > AR frequency (Hz)
A A
. . hase
imaginary P
part A(@) § A(@) /\//\,
*——0—00—0—0—0—P ”—0—0—0—0—0—0—h
frequency (Hz) frequency (Hz)
a) b)

Fig. 3.13 Definition of A(w) by interpolating a few definition points in the frequency domain of either real and
imaginary parts (a) or amplitudes and phase (b). The interpolation can be done by a cubic spline.
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The resulting wavelet after optimization is shown in Fig. 3.14b. Indeed a very accurate esti-
mation of the original wavelet could be accomplished. Note that the excellent results confirm
our believe in the energy criterion indeed.
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Fig. 3.14 a) Mixed phase wavelet used for modeling the data in Fig. 3.4. b) Wavelet estimated with the
adaptive surface-related multiple elimination using 5 definition points at 10, 20, 30, 40 and 50 Hz.
Note the excellent estimation result.
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3.4 MULTIPLE ELIMINATION IN THE PRESENCE OF A THIN SURFACE LAYER

3.4.1 Problems due to the presence of a thin surface layer

In the situation where the first interface is very close to the surface (in the order of one wave-

length or less) the multiple elimination procedure as described in section 3.2 will not work sat-
isfactory, because of the following reasons:

— The periodicity of the thin layer multiples is so small that they interfere with each
other. In this way there is no room to estimate a good source signature, as the smallest
periodicity should be larger than the inverse signature length, see section 3.3.3.

— Because of the missing near offsets in any real data set, too much information is miss-
ing to predict the multiples correctly (see also Chapter 5). For example, in the case of
a 30m water layer with 150m near offsets missing, the primary water bottom reflec-
tion is missing until 68°, first order multiple data is missing until 51°, second order
multiple data until 40°, etc.

— As the periodicity of the water bottom multiples is small, a large number of terms in
the Taylor series expansion has to be taken into account, which slows down the appli-
cation.

In the thin surface layer situation it is better to make use of a different approach: the surface in
combination with the first interface is considered as one complex reflector.

In section 2.5 this situation has already been described in a forward way: the first layer multi-
ples are included explicitly. In Fig. 2.11 we showed the reverberations within the thin surface
layer on each propagation through this layer. The forward model as described in section 2.5
reads:

P (z) = T (27y) Xioe(z1.2)) TH(z1.29) ST(zy), (3.25)

with the matrices T*(zy,z0), T (z5,z;) and X,.(z1,z;) being defined by equations (2.27a),
(2.27b) and (2.30) respectively. Note that the primary response of the thin layer with its multi-
ples (the waves that do not travel below the thin layer) are not included in the description of
section 2.5 and in equation (3.25).

The surface-related multiple elimination method should be modified for this specific situation,
and consists of the following steps:

1. Remove the direct wave and the thin layer response (primary and its multiples).

2. Remove the source and receiver directivity, and transform the data in upgoing waves
due to a downgoing source wave field (decomposition).
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3. Remove the thin layer reverberations at the source and receiver side.

4. Remove the “surface-related multiples”, considering the thin layer as one complex
surface reflector.

3.4.2 Removal of the thin surface layer response
The first step is to remove all events from the data that do not propagate below the thin layer,
i.e. the direct wave, the thin layer primary and its multiples. This can be done by muting

and/or fk-filtering. Note that the thin layer primary and multiples almost travel at 90° within
the first layer, and show up as a “kind of groundroll” (see also the example in Fig. 3.16a).

After the decomposition process, as described in the beginning of this chapter, we obtain:
P™(20) = [ Daray(2) D, @o20) 7' P2) [ D,"(20,2) Dyry2) 17 (326)

in which P(z,) is now defined as the data after the removal of the thin layer response.

3.4.3 Removal of the thin surface layer reverberations
After removing the direct wave with the thin layer primary and multiples and applying the
decomposition procedure, the two thin layer transmission matrices T+(zl,zo) and T (z,,z), as
defined in equations (2.27a) and (2.27b), have to be removed. This means the application of a
dereverberation process, yielding:
Pgerev (z0)=[1- W_(ZO’ZI)R+(ZI)W+(ZI’ZO)R—(ZO) 1P (z)

[1- R—(zo)W—(zo,z,)R+(zl)W+(zl,zo) ]. (3.27a)

After applying a redatuming step to the bottom of the first interface, we obtain

Py @) = (W (z02)T (2)) 7} Pg, (20) (T (2)WH(z3,20)) L (3.27b)

The result of the dereverberation and extrapolation procedure can also be written in terms of
the subsurface impulse response related to the thin layer bottom:

Paerev(zl) = [ I- XO(ZX’ZI) R:o[(zl) ]_1 XO(ZI’ZI)S((D) ’ (327C)
with the total reflectivity of the thin layer defined as (see also equation (2.29)):

R, (z)) =R7(z) + T*(z)) W' (21.2) R(z0) T (20,21) - (3.28)
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The dereverberation process at the receiver side (left part of the right hand side in equation
(3.27a)) can be applied per shot gather: the operator acts on the columns of the data matrix
P~ (zy). For the dereverberation process at the source side the data has to be reordered into
common receiver gathers, because the operator at the right part of the right hand side in equa-
tion (3.27a) acts on the rows of the data matrix. The dereverberation process is a very ncat way
to do an angle dependent deconvolution of the data to get rid of the signature-elongating thin
layer reverberations.

Note that the removal of the first layer reverberations is conceptually the same as the multiple
prediction and subtraction technique as described in section 1.2.3. However, here it is used as
a dereverberation process for small period reverberations and, therefore, it is more robust.

3.4.4 Removal of the thin surface layer related multiples

In the fourth step, the remaining thin surface layer related multiples have to be removed from
the data. This can be done by inverting equation (3.27c):

Py (z1) = Xo(z1,21) S(w)

= Pyore, @) [ T+571(@) Ry, (2) Prorey ) 7. (3.29)

This is comparable to the normal surface-related multiple elimination, as described by equa-
tion (3.11), the only difference being the modified free surface reflectivity operator. Hence,
adaptive multiple elimination, including this modified reflectivity operator, can be applied
again.

To show the effect of a thin surface layer on the seismic data the subsurface mode! of Fig. 3.15
is considered, containing 8 horizontal layers with a 30 m water layer on top of it. The influence
of this small water layer on the seismic data is significant, as can be observed in Fig. 3.16a,
where a shot record is shown that has been simulated with an acoustic finite difference algo-
rithm. The source is at x=0, with receivers from 0 to 5000 m offset. Both source and receivers
were located 5 m below the free surface. The response of the water layer itself, primary and
water layer multiples, interfere to a kind of guided wave, being trapped in the water layer for
emergence angles above the critical angle of the water bottom reflectivity.

As a first processing step we remove the water layer response by filtering in the k.- domain
and muting in the x-t domain, without distorting the other events. Next, decomposition into
upgoing waves is applied at the receiver positions, which is in fact an angle dependent deg-
hosting procedure.

Fig. 3.16b shows the shot record after removing the thin layer response and the decomposition
process. The events in the data of Fig. 3.16b have all traveled below the water bottom.
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Fig. 3.15 Subsurface model with a 30 m water layer on top.

At this stage the third step of the modified thin surface layer related multiple elimination, as
described by equation (3.27a), can be applied: removing the thin layer reverberations at source
and receiver side. As we deal with a horizontal thin layer, this dereverberation procedure can
be applied in the k,-® domain. Note that if the reflectors below the thin layer are non-horizon-
tal, the dereverberation process can still be applied in the k,-® domain.

The result is given in Fig. 3.16¢c. Comparing Fig. 3.16b with Fig. 3.16c shows that a significant
wavelet sharpening has been achieved. Note that this dereverberation process is not simple
prediction-error filtering but a wave field based inversion using the thickness and contrasts of
the thin layer.

The fourth step is the multiple elimination itself, as described by equation (3.29), using the
total reflectivity of the thin layer for upgoing waves.

Fig. 3.16d shows the shot record after the modified multiple elimination procedure. Indeed all
surface-related multiples have been removed and the 8 primaries can be easily distinguished.
The other remaining events are internal multiples which have much lower amplitudes (espe-
cially at the small offsets) compared to the surface-related multiples. Also the wavelet has
been estimated. Fig. 3.17 shows the Gaussian wavelet that has been used to model the data
(solid line) and the wavelet estimated with the adaptive multiple elimination process (dashed
line). The wavelet has been parametrized with 4 definition points at 10, 20, 30 and 40 Hz.
Taken in to account the pre-processing steps, the wavelet could be estimated surprisingly well,
especially the phase spectrum.
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Fig. 3.16 a) Shot record simulated for the subsurface model of Fig. 3.15 b) Shot record after removing the thin

layer response and after applying the decomposition process ¢) Shot record after removing the thin
layer reverberations as well d) Shot record after modified surface related multiple elimination as
well. Note the remaining internal multiples, particularly at the far offsets.
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Fig. 3.17 Gaussian wavelet used for simulating the shot record of Fig. 3.16a (solid line) and the wavelet
estimated by the adaptive multiple elimination process (dashed line).

3.5 MULTIPLE ELIMINATION FOR ELASTIC DATA

As in the acoustic case, a description of the multiple elimination procedure for multi-compo-
nent data is obtained by applying the inverse of the multiple operator, as described by the for-
ward multi-component model in section 2.6. In section 2.6 a general forward model has been
given for down- and upgoing elastic wave fields, without being specific about the actual type
of wave field description that has been used. In the decomposition process a choice must be
made of either potentials, tractions or particle velocity components. In this section this general
model is used to describe the elastic surface-related multiple elimination procedure, starting
with the elastic decomposition.

To start the multiple elimination process, direct waves and ground roll should be removed. For
this process the reader is referred to Beresford-Smith and Rango (1989).
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3.5.1 Decomposition of multi-component data

For the elastic multiple elimination procedure, i.e. using equation (2.42), upgoing elastic wave
responses due to downgoing elastic source wave fields are needed. Therefore first a pre-pro-
cessing has to be done, transforming the measured data as described by equation (2.56) into
data containing pure upgoing reflected waves due to pure downgoing source waves, i.e.
retrieve the elastic impulse response matrix X(zg,zp) from the measured data P(z), using
equation (2.56):

Pzo) =[ DY, (20 D, (20 ] X(zozo) [ DYz DS, 20 ] S1(zo) - (3.30)

This so-called decomposition procedure consists of two main steps:

— Decomposition at the receiver side

The decomposition at the receiver side transforms the V, and V, registrations into upgoing
elastic waves at the surface. The upgoing waves can be described in terms of potentials, trac-
tions or particle velocities. The receiver decomposition is done by inverting the left part of
equation (3.30):

Pz =D, ] [P, @] Py, (3.31a)
or
P7(20) = X(20.20) D, *(20) D ity (20) S1(z0) . (3.31b)

with P7(z;) containing upgoing multi-component wave fields due to the traction sources.
— Decomposition at the source side

The decomposition at the source side transforms the tractions T,, and T,, of the sources into
downgoing waves at the surface. This can be achieved by inverting equation (3.31b):

X(@ozo) = P(z0) [S120)] ! [P,y @)™ [DHaol ™. (3.32)

We assume that the signatures of the horizontally and vertically oriented vibrators S,(w) and
S.(m), are equal to S(w). Similar to the acoustic case the first inversion step will be omitted. In
that case the source wavelet is kept in the data, yielding only a directional deconvolution at the
source side:

P (2020 = P29 [DE),, @01 [Pl ™ . (3.33)
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For notational simplicity decomposition results P™(z,) and P (z,) will be both indicated by
P (zp). This was also done in the acoustic case.

3.5.2 Elimination of surface-related multiples and conversions

After removing the source and receiver effects, the resulting elastic surface data can be repre-
sented by:

P (z) = X(20,20) S(w) . (3.34)
Now, elastic surface-related multiple elimination is described by:
Xo(zoz0) = X (2020) [ 1 + R™(20) Xo(Zoz0) 7, (3.35)

or by defining the decomposed seismic data without the influence of the free surface as

Py (z0) = Xo(z9,20) S(w) , (3.36a)
we arrive at
Py =P (z) [ T + R (z0) P (z) {S(@)) ']}, (3.36b)

and after expanding the inversion term into a series expansion
P;(z0) = P(20) — { P (20 A (20) } P™(z0) + { P (z0) A () } 2P (2) = ..., (3.37a)

with the elastic surface operator
A@) = (S} R (2. (3.37b)

As the full elastic reflectivity matrix R™(z) is used, also surface related conversions are prop-
erly eliminated by this scheme. Of course, this is only possible if the full multi-component
dataset is available. Note that the exact meaning of the multi-component free surface reflectiv-
ity matrix R”(z) depends on the choice of wave field description, as discussed in section
2.6.4. We prefer a description in terms of down- and upgoing traction, yielding a reflectivity
matrix that reduces to a simple unit matrix with negative sign, which is the exact counterpart
of the acoustic free surface reflectivity coefficient of -1. Also the source decomposition is a
simple one in this case: [Ds"'(zo)]_l: I and [D,_(zo)]_1 is a diagonal matrix in the k,-®
domain.



88 CHAPTER 3: SURFACE-RELATED MULTIPLE ELIMINATION

3.5.3 Adaptive multi-component multiple elimination

Similar to the acoustic case, the multiple elimination as defined by equation (3.37a) will only
work if the frequency dependent source signatures are known and if the data has true ampli-
tudes. Therefore, elastic surface-related multiple elimination is also applied adaptively, mini-
mizing the energy of the output. If we assume that the medium parameters just below the free
surface are known, the reflectivity matrix R™ (zy) can be determined. Then equation (3.37a)
can be rewritten as

P} (zo) = P(z0) — (S@)}! {P7(20) R™(z0)} P7(20) +
S@V (P ) R @)} P ) —..  (338)
In case of down- and upgoing tractions this expression simplifies to:
P;(z0) = P(20) AW {P ()} + A2 @){P™(2)})3- ..., (3.39)
the surface factor A(w) being again defined as
A) =1o(S()} . (3.40)

Each term of equation (3.39) can be split into 4 different components of the wave fields. On
these data subsets the optimization can be done separately yielding 4 estimated source signa-
tures. In the formulation of equation (3.38) and (3.39) they are taken to be equal.

3.5.4 Multiple elimination for single-component land data

For the single -component land data only the T,, to V, response is available. In this case no
proper decomposition into the down- and upgoing components of the elastic wave field can be
made. Therefore, the data is treated as a P-wave field response, neglecting the S-waves in the
data. However, for the decomposition of this data the existence of S-waves in the medium is
taken into account as much as possible.

~ Decomposition at source and receiver side

For the decomposition the relation between the upgoing pressure and the vertical component
of the particle velocity at the surface in the k,-® domain has been given by equation (2.77). To
extract the upgoing pressure (due to a down going traction wave field) <I>;.(zo) from the mea-
sured particle velocity, equation (2.77) has to be inverted, reading:

2

2 2 2
wp 4k, pkys+ (5-2k)" o 341)

: 2 k§ k|, (k§ - 2k5)
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Of course, this process will only restore the amplitudes for the P-waves as much as possible;
S-wave reflections are not removed by this operation.

For the source decomposition equation (2.75) has to be inverted, yielding an estimate of the
upgoing P-wave field due to downgoing P-wave sources:

2

4Kk, ok, o+ (k% -2k?)
x™z,P™e, S S X ‘I)zz(lo) i (3'42)

P (z) ~ -
K3 (k3 ~2k2)

Again S-waves emitted by the vertical vibrators are not removed and the amplitudes of the
P-waves are only partly recovered.

Array effects of the sources and receivers can be removed from the single-component data in
the same way as can be done in the acoustic case. Leaving the source wavelet S,(w) in the data
after decomposition, the resulting forward description is given by:

P (z0) = Xgy(20,70) S,(). (3.43)

— Surface-related multiple elimination

The multiple elimination on this approximated P to P-wave dataset can be done in a way simi-
lar way to the acoustic case. However, the free surface reflectivity operator for elastic P to
P-wave reflection, Ry, (), should be taken into account:

Py (z0) = [ 1+ P (20) {Sy(@)} ! Res (z0) |7 P (z0) (3.44)

with Py (zo) the PP data without surface-related multiples, including the source signature.
Note that by this procedure no surface-related conversions can be eliminated, and that the sur-
face-related multiples can only be partly reduced (especially for the smaller angles). However,
in the example in Chapter 4 we will see that, even with the assumptions that have to be made
for single-component elastic data, a satisfactory multiple elimination result can be achieved.

As a last remark, note that the multi-component theory also holds for 3D wave fields, intro-
ducing two types of S-waves with polarizations in two independent directions. In the 3-D situ-
ation, the multi-component data matrices consist of 9 submatrices (9-component data). For a
more elaborate discussion see Wapenaar et al. (1990a).
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3.6 OVERVIEW OF SURFACE-RELATED PROCESSING

To summarize this chapter, an overview is given of all processes involved. Basically, three
main processing steps can be recognized:

1) Removal of waves that are not described by the forward model.

2) Removal of array effects and application of decomposition into upgoing wave fields
at the surface due to downgoing source wave fields at the surface.

3) Apply surface-related multiple elimination in an adaptive mode. The output consists
of three parts:

- Primary data
- Multiple data

- Source signature

The total surface-related processing sequence is visualized in Fig. 3.18. The matrices can
either represent single- or multi-component data and operators in either 2D or 3D.

With respect to the source related pre-processing, note that for land data (a traction source at
the surface or a volume injection source just below the surface) D,+(zo,z,)=l. For marine data,
being shot with airgun arrays, the two operators D.my(z,) and D,+(zo,z,,) need be combined.

With respect to the receiver related pre-processing, note that for land data z=z, and
[D,"'(z,,zo)]_1 transforms the particle velocity measurements to upgoing traction data. For
marine data application of [D,"'(z,,zo)]_1 means wave field based “deghosting”.

Finally, note that surface matrix A(z,) is determined adaptively during the actual multiple
elimination process.
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Fig. 3.18 Overview of surface-related processing. a) Removal of evenis that are not described by the forward

model b) Removal of source and receiver array effects and decomposition c) Surface-related multiple
elimination.
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4

SIMULATED DATA EXAMPLES

In this chapter the surface-related multiple elimination process will be illustrated on simulated
data, generated by a 2™ order finite difference technique. We start with a horizontally layered
acoustic medium. Next, simulated acoustic data of a laterally varying subsurface model will
be discussed. Finally, an example on simulated multi-component data will be given.

4.1 ACOUSTIC 1D MODEL BASED ON A WELL LOG

4.1.1 Simulation and decomposition

For the first example we consider a 1D subsurface model. In Chapter 1 already a simple exam-
ple has been shown on a 1D subsurface model with 4 reflectors. Therefore we make the model
more complicated by considering a 1D model based on a true velocity and density field log.
The modeling procedure is as follows:

- Apply to the velocity and density log a high cut filter, in order to increase the sam-
pling interval from 0.15 m to 6.25 m (which will be the finite difference grid interval).

- Add a water layer of 300 m to introduce a marine data experiment.

- Extend the model in the lateral direction to a laterally homogeneous velocity and den-
sity grid, representing a 1D subsurface model.

- Apply acoustic finite difference modeling to simulate a shot record.
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Fig.4.1 Low-pass filtered velocity and density log. The filtered logs are used to define a 1D subsurface.

Fig. 4.1 shows the filtered velocity and density log, used to simulate a shot record with the aid
of an acoustic finite difference modeling algorithm. The simulated shot record is shown in Fig,
4.2. It has been modeled with a monopole and omni-directional receivers at 6.25 m depth. The
receiver spacing is 12.5 m. Fig. 4.2 shows the total pressure at 6.25 m depth. Note that for
plotting purposes every fourth trace of the data has been shown in Fig. 4.2; this introduces
visual aliasing which is not present in the original data. The shot record shows a lot of events
(primaries and multiples), which give a complex interference pattern in the lower part of the
shot record. The strong reflections between 1800 and 2000 ms produce well visible water layer
related multiples below 2200 ms.

Before multiple elimination is applied, 2 pre-processing steps have to be carried out:

- Direct wave removal
The direct wave should be removed from the data, as described in Chapter 2. In this
example it can be done by a careful mute, as the direct wave does not interfere with
the first primary reflection.

- Decomposition into upgoing waves
The surface-related multiple elimination requires upgoing waves at the free surface.
As the recording has been done below the free surface, measuring the total pressure
wave field, an acoustic decomposition at the receiver positions, as described in Chap-
ter 3, should be applied.
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Fig. 4.2  Shot record simulated with an acoustic finite difference modeling algorithm for a subsurface model
based on the velocity and density log of Fig. 4.1.

The result of the two pre-processing steps is shown in Fig. 4.3, The result of the decomposi-
tion on the data is two-fold: the wavelet is changed and the amplitude at large angles of inci-
dence is increased. In fact, the decomposition process transforms the total measured pressure
at 6.25 m depth to the upgoing pressure wave field at z=0 m.

Note that the decomposition at the source need not be carried out, as the monopole together
with the free surface acts as a dipole.
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4.1.2 Adaptive multiple elimination

As the medium is horizontally layered, all shot records are equal. This means that all columns
of the data matrix are equal (with respect to the diagonal), or in other words, the data matrix
has a Toeplitz structure. In that case, the matrix multiplications of the data with itself (see
equation (3.16)) can be carried out in the k,-domain as straightforward multiplications. To do
this, only one shot record has to be transformed to the k - domain, reducing the calculation
and the IO time considerably.

Fig. 4.3 shows the first term of the Taylor series expansion (equation (3.16)), i.e. the data
itself. The second and third term of the Taylor series for this dataset (without the application of
the surface operator A()) are shown in Fig. 4.4. The second term (Fig. 4.4a) contains the first
order surface-related multiples and higher order terms. The third Taylor term (Fig. 4.4b) con-
tains second and higher order surface-related multiples. All sections have been displayed with
the same amplitude scale.
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Fig. 43  Shot record of Fig. 4.2 after removing the direct wave and applying decomposition into upgoing
waves. On the right hand side the corresponding velocity panel has been displayed.
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Note that the second order term contains not only the first-order multiples but also partly the
higher-order multiples. On principle as much terms are needed in order to predict the highest
order of surface-related multiples present in the data. Fortunately, in practice less terms are
needed, as the amplitudes generally decay for each higher order term (except at critical reflec-
tions, as visible in the right hand side of the sections in Fig. 4.4).

For this example 6 terms were needed to correctly predict all multiples within the considered
time range of 3600 ms. To retrieve the surface function A(w), these Taylor terms are adap-
tively combined according to equation (3.16) until the minimum energy has been reached.

Let us consider the adaptive process in more detail for this example.
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Fig.4.4 a) Second term of the Taylor series related to the shot record of Fig. 4.3. b) Third term of the Taylor
series related to the shot record of Fig. 4.3.
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The first stage is to balance the terms of the Taylor series, i.e. to find a rough estimate of the
scale factor in the data. This is done by comparing the amplitudes of the events in the second
Taylor term with those of the original data (first Taylor term). In our case a scaling factor of
about 10 was found, due to the finite difference modeling software. Then the data is corrected
with this factor. In this way we are sure that the surface operator A(®) has amplitude values in
the order of unity roughly. This amplitude correction was already made in the display of Fig.
4.4,

The next step in the adaptive process is to get an initial estimate of the source wavelet. This
can be done with a parametrization of A(w) with 2 parameters: an amplitude and a time shift:
A(w)=Tee %, With these two parameters a fast optimization can be done. If the optimum val-
ues of ry and Aty have been found, this means that the position and the amplitude of the main
peak of the inverse wavelet has been found. For these two parameters there are also a lot of
local minima that can be found, one for each lobe in the source wavelet. Fig. 4.5 shows the
wavelet that has been used to simulate the data of Fig. 4.2. It is a non-minimum phase wavelet,
consisting of two main peaks with a number of smaller side lobes. To show how the energy in
the data after multiple elimination varies as a function of the two parameters rg and Aty, this
energy has been calculated for a grid of rp and At values and is shown in Fig. 4.6. In Fig. 4.6a
the energy is shown in a 3D plot, and in Fig. 4.6b as a contour plot. Especially from the con-
tour plot the two minima, corresponding to the two main peaks in the wavelet are clearly visi-
ble. Of course this function is not known in reality, and an optimization is done for ry and At,
starting at different initial values (multi-trial approach).
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Fig.4.5 Non-minimum phase wavelet that was used in the simulation of the data of Fig. 4.2
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In Fig. 4.6b three optimization trajectories are displayed (steepest descent optimization) using
one initial amplitude value (ry=-1) and three initial phase values: At;=0,-20 and -40 ms. All
these three initial values yield different minima. The first one is a local minimum (ry close to
zero) and the other two yield two almost equivalent minima, corresponding to the two main
peaks in the wavelet. The third minimum has been chosen, being defined by r;=0.55 and
Aty=-35 ms. These values are used as deconvolution parameters, to transform the wavelet into
a wavelet that is more close to a zero phase, unit valued pulse.

With other words, the surface function A(w) is split into two parts, A(W)=A’(W)rge 9%, The
time shift transforms the phase spectrum to a more flat one which is easier to estimate. The
value rg is used to be sure that the amplitude spectrum is close to 1. Since A(w) is defined as
the multiplication of the free surface reflectivity with the inverse source wavelet, and the free
surface reflectivity is -1, this means that for this example the wavelet corresponding to A’(w) is
shifted with -35 ms and multiplied with -1/0.55.

The result of adaptive multiple elimination with only two parameters is shown in Fig. 4.7.
Even with this poor parametrization, a considerable reduction of the multiples could be
achieved, comparing Fig. 4.3 with Fig. 4.7. Note especially that the interferences of primaries
with multiples in the lower part has been reduced, making primary energy visible.

Fig.4.6  Energy after multiple elimination as a function of two parameters ry and Aty. a) 3D plot (clipped at
the upper side). b) Contour plot. In the contour plot three trajectories of the optimization for three
starting positions of ry and Aty are shown.
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The wavelet corresponding to the residual surface factor A’(w) is plotted in Fig. 4.8, using
Aty=-32ms (a multiple of the sample rate of 4ms) and ry=-0.5. Note that the wavelet has
changed sign and that the average of the amplitude spectrum is unity, as desired. In fact by
making use of multi-trial two-parameter wavelet deconvolution, the optimization is guided in
the right direction, and local minima are avoided. The residual wavelet of Fig. 4.8 is the one
that is to be estimated for all frequencies, starting the optimization process with a unit valued,
zero phase spectrum as initial estimate.

The parametrization of the residual inverse wavelet was done with 13 complex valued (ampli-
tude and phase) definition points from 8 Hz to 56 Hz with steps of 4 Hz. The interpolation for
all other frequencies was done by the Fourier method (see section 3.3.3). As the original wave-
let, which is plotted in Fig. 4.5, is a causal one, the estimated wavelet was also forced to be
one-sided, starting at -32ms. The optimization has been applied with a steepest descent opti-
mization scheme, which used 110 iterations to reach the minimum (for a specific accuracy).
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Fig. 4.7  Shot record of Fig. 4.3 after adaptive multiple elimination using only two parameters for describing
the wavelet.
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Fig. 4.8 Residual wavelet to estimate, which is the original wavelet after a time shift of -32ms and a scaling
factor of -2.0.
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Fig. 4.9 a) Amplitude spectrum (13 parameter values) for each iteration during the optimization procedure.
b) Phase spectrum (13 parameter values) for each iteration during the optimization procedure.
¢) Energy of the data after multiple elimination as a function of the iteration number.
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Fig. 4.10 a) The inverse source wavelet as defined by A'(®). b) The source wavelet as defined by
St@)=[A'(@)]"\. The time domain representation of the source wavelet s(t} is shown after shifting it
back to its original position.

Fig. 49 shows the optimization process in a 3D plot. Fig. 4.9a displays the values of the
amplitude spectrum as a function of the iteration number for the 13 parameters. Fig. 4.9b gives
a similar plot for the phase spectrum.It can be observed that in the beginning the optimization
goes very fast, but the final convergence is slow. This is well known from steepest descent
methods, and other methods may be more effective. The optimization could have been stopped
much earlier, as the energy reduction in the last part of the iteration is very small. This can also
be judged from Fig. 4.9c, which shows the energy of the data after each multiple elimination
iteration.
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Note that the surface factor A’(®) contains the inverse wavelet or deconvolution filter. So this
is actually the function that is used in the weighting factors for the Taylor terms.

Fig. 4.10a shows the result of the estimation process. If the free surface reflection coefficient is
assumed to be -1, and the estimated surface operator is inverted (within the band of 8 to 56
Hz), the result is the estimated wavelet as shown in Fig. 4.10b. For this figure the time shift of
-32ms has been removed from the time domain representation. In fact a very good match can
be observed with the original wavelet of Fig. 4.5, and with the phase spectrum of Fig. 4.8.

Using the estimated surface operator, the shot record without multiples can be calculated and
is shown in Fig. 4.11. Note the enormous reduction of events, when compared to Fig. 4.3. Also
from the velocity panel in Fig. 4.11 the reduction of events can be clearly observed. The pri-
maries (and internal multiples) have been fully recovered, despite the serious interference with
the surface-related multiples.
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Fig. 4.11 Shot record of Fig. 4.3 after surface-related multiple elimination, together with its velocity panel.
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To illustrate this, Fig. 4.12 shows the difference plot of the data before and after multiple elim-
ination, with the corresponding velocity panel. For this display the same amplitude scaling has
been used in order to make a good comparison.

For a further analysis of the multiple elimination result, the shot record has been simulated
again with the finite difference program but without surface-related multiples. The result of
this modeling exercise is shown in Fig. 4.13a. The resemblance with Fig. 4.11 is very good.
This can be judged from Fig. 4.13b, which displays the difference between the simulated data
without surface-related multiples (Fig. 4.13a) and the data after surface-related multiple elimi-
nation (Fig. 4.11), plotted on the same scale.
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Fig. 4.12 Difference between the data before (Fig. 4.3) and after (Fig. 4.11) surface-related multiple
elimination with the corresponding velocity panel.
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The small remainings are differences due to the processing on the data with multiples, i.e. the
decomposition into upgoing waves is done in a stabilized way, sacrificing a little on the exact
amplitude recovery, especially at the large offsets. Note that the direct wave field in the simu-
lated shot record without multiples (Fig. 4.13a) has not been removed. Therefore it turns up in
the difference plot.

To make a comparison with another multiple elimination method, the velocity filtering proce-
dure (as described in Chapter 1) has also been applied to this data. To do this, the primary
stacking velocity curve has been picked and all events with a stacking velocity lower than
90% of this curve have been removed by filtering in the k,-® plane, using NMO correction
(see section 1.2.2).
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Fig.4.13 a) Shot record corresponding to the subsurface model of Fig. 4.1 without surface-related multiples.
b) Difference between shot record a) and the shot record after surface-related multiple elimination
(Fig. 4.11), plotted on the same scale.
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The result is shown in Fig. 4.14a, together with the difference between Fig. 4.13a and Fig.
4.14a. As can be seen, for this example the filtering process has been reasonably effective.
However, considerable remainings are left in the data. Note that primary events have been
partly destroyed, as the difference plot shows some primary energy as well. Especially in the
region around 2s primary and multiple energy could not be separated well. The remainings of
the water layer multiples at the arrow in Fig. 4.14b are due to the (inverse) NMO correction,
which becomes non-unique when move-out curves are crossing at the larger offsets.
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Fig. 4.14 a) Shot record of Fig. 4.3 after velocity filtering, removing all events with stacking velocities lower
than 90% of the primary velocities. b) Difference between shot record a) and the shot record
simulated without multiples (Fig. 4.13a), plotted on the same scale.

Note the difference berween Fig. 4.13b and Fig. 4.14b.
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4.2 ACOUSTIC DOME MODEL

For data simulated in a laterally inhomogeneous medium, consider the subsurface model of
Fig. 4.15. The velocity variations have been chosen to be significant to show that surface-re-
lated multiple elimination works for each subsurface model, as no information about the sub-
surface is required.

Hundred shot records, with one hundred receivers each, were simulated with acoustic finite
difference. Shot and receiver spacing were chosen to be 20 m; shots and receivers were posi-
tioned at a depth of S m.

Three shot records are displayed in Fig. 4.16 with the source at 700, 1100 and 1500 m respec-
tively. These shot positions have been indicated by arrows in Fig. 4.15. Before the multiple
elimination process can start, decomposition into upgoing waves has to be applied. Fig. 4.17
shows the shot records after this decomposition process. Notice the different wavelet shape
(for example at the left side arrow in Fig. 4.17) and the amplitude increase at the large offsets
(for example at the right side arrow in Fig. 4.17).

To all shot records the adaptive multiple elimination procedure has been applied, which results
into Fig. 4.17. The very strong multiples, with non-hyperbolic offset behavior, have been
removed from the data and the weak primaries have been restored from the interference with
the multiples (see for example the primary reflections indicated with the arrows in Fig. 4.17).
To show what has been removed, Fig. 4.17 shows the difference plot of the data before (Fig.
4.17) and the data after multiple elimination (Fig. 4.17), i.e. the eliminated surface-related
multiples. The arrows in Fig. 4.17 point at artifacts caused by the decomposition procedure
due to the limited offset range (edge effects).

x (m)
l . 0 ‘ 10(30‘ ‘ 2000 3000

z (m) 2000 m/s
500 5000 m/s
3000 m/s 3000 m/s
1000
1500 3000 m/s

Fig. 4.15 Subsurface model with significant lateral velocity variations
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Fig.4.16 Three shot records corresponding 1o the subsurface model of Fig. 4.15 with the source at position

x=700, 1100, and 1500 m respectively.
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As the multiple elimination process has been carried out adaptively, the source wavelet has
been estimated as well. Fig. 4.20a shows the zero phase cosine square wavelet from 0 to 40 Hz
that was used to simulate the data of Fig. 4.16. For the estimation of the wavelet, 5 definition
points have been used at 10, 15, 20, 25 and 30 Hz. Within this band the surface operator A(®)
has been estimated and, assuming a surface reflectivity of -1, this estimate yields also the
inverse source wavelet. After band-limited inversion of this wavelet, and adding a smooth
extension from 0 to 10 Hz and from 30 to 40 Hz, Fig. 4.20b shows the result. The wavelet has
been recovered very well. The different amplitude values are due to the fact that the finite dif-
ference modeling introduces a scale factor. When wavelet deconvolution is applied, the result
represents a band-limited true amplitude impulse response. Note that the zero phase property

of the wavelet has not been put in the optimization as a constraint.
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Fig. 4.20 a) Wavelet that was used to model the data of Fig. 4.16 b) Wavelet estimated by the adaptive multiple
elimination procedure.
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4.3 ELASTIC MODEL

4.3.1 The subsurface model and the acquisition parameters

In this section we consider a subsurface model (Fig. 4.21) for which both acoustic and elastic
finite difference modeling has been applied. For the acoustic modeling the S-wave velocities
are set to zero and the density is taken constant. On these simulated data sets single- and mul-
ti-component multiple elimination has been applied.

At the free surface 128 shot records with a spacing of 16 meters have been simulated. The
seismic wavelet is a zero phase Ricker wavelet and is shown in Fig. 4.22. For the acoustic sim-
ulation the receiver sampling has been chosen to be 16 m. The pressure sources and pressure
receivers are at a depth of 4m. For the elastic simulation 8 m receiver spacing has been used,
to be able to remove the groundroll in the k,-» domain without aliasing. The stress sources
and velocity receivers are located at the surface.

laver P-wave S-wave Density
Y 1 velocity (m/s) | velocity (mfs) | (kg/m?)
1 2400 1400 1000
2 3000 2000 1600
3 3000 2000 2100
4 4100 2200 2200
5 3700 2000 2300
6 4200 2400 2000
7 3500 2100 1800
x (m)
0 1 ﬂ 1
z (m) 100 4
2004 2 2
400 - p 4
500 45 p 5
600 i ‘; II ¥ § o
7004{ 7 7
T T T T T
0 1000 2000

Fig. 421 Lateral inhomogeneous subsurface model used for acoustic and elastic finite difference
simulations. The arrow indicates the shot position for which the results are shown.
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Fig. 4.22 Zero phase Ricker wavelet used for simulating the acoustic and elastic data in the model of Fig. 4.21.
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Fig.4.23 a)Acoustic shot record simulated for the subsurface model of Fig. 4.21 with the source positioned at
the arrow b) Shot record after decomposition into upgoing waves c) Shot record after adaptive
multiple elimination d) Shot record simulated without surface-related multiples.
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4.3.2 Processing of acoustic single-component data.

Fig. 4.23a shows the acoustic shot record with the source at the position indicated with the
arrow in Fig. 4.21. Before applying adaptive multiple elimination we have to transform the
total pressure at 4 m depth into the upgoing pressure wave field at the free surface. This is
done with the acoustic decomposition procedure as described in section 3.2. After the decom-
position the wavelet and the amplitude versus offset have changed as can be seen in Fig.
4.23b. For the source a monopole positioned just below the surface was used, which yields a
dipole at the free surface. Therefore no decomposition has been applied at the source side.
Next, the acoustic adaptive multiple elimination process has been applied. Fig. 4.23c shows
the result. To check whether the output corresponds to a shot record without the influence of
the free surface, the same shot record has been simulated without surface-related multiples.
The result is displayed in Fig. 4.23d, which shows a very good agreement with Fig. 4.23c. The
surface-related multiples are not strong as the acoustic subsurface reflectivity is small. For the
adaptive multiple elimination process 4 definition points at 10, 20, 30, 40 Hz have been used
to estimate the wavelet. Via a spline ihterpolation the estimated real and imaginary part has
been computed for all frequencies. Fig. 4.24 shows the estimated source wavelet, which is in
good agreement with the original wavelet of Fig. 4.22. Note that the zero phase property of the
original wavelet has not been used as a constraint in the optimization.
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180
45 amplitude spectrum phase spectrum
3 90 -4
2 0+ s
1 -90
0 T T T T T I 180 T T T T T T
0 20 40 60 80 100 120 0 20 40 60 8 100 120
Jfrequency (Hz) Jfrequency (Hz)

Fig.4.24 Estimated wavelet after acoustic multiple elimination.




114

CHAPTER 4: SIMULATED DATA EXAMPLES

|||unm|umm||||uuumuuuuu|um||||m|||||m| o, N
S .
F o3 g ‘.,., el il {03 g
| et
*J"‘jiij“” it**mmumumm L
o e
m«ﬁsmunmmmmummmmmmmmeuﬁ,. -

Fig.4.25 a) Elastic single-component shot record (V,) simulated with a vertical vibrator at the position
indicated in Fig. 4.21 b) Single-component shot record after adaptive acoustic multiple
elimination.

4.3.3 Processing of elastic single-component data

The subsurface model of Fig. 4.21 (including the S wave velocities) has also been used to
model a multi-component seismic dataset with an elastic finite difference modeling scheme.
At each source position two types of sources were modeled: one vibrator oriented in the x- and
one in the z- direction. For each source type the x- and z-component of the particle velocity at
the free surface has been recorded, yielding four datasets.

Before applying full elastic multiple elimination, we consider the conventional single-compo-
nent land data set: the shot records with the z-component of the particle velocity due to a ver-
tically oriented vibrator. For the source position indicated in Fig. 4.21 the single-component
elastic shot record is shown in Fig. 4.25a. The groundroll has already been removed from this
shot record. As expected, by introducing elastic effects the shot records looks far more compli-
cated compared to the acoustic situation (Fig. 4.23a). The multiples are stronger and a lot of
converted events can be seen.

Application of the acoustic adaptive multiple elimination procedure yields the shot record of
Fig. 4.25b. Note again that in order to achieve the result for one shot record, all other shot
records have to be taken into account. Note also that even with acoustic multiple elimination,
surface-related multiples of both P- and S-wave events have been reduced. They are not
removed completely due to the fact that with acoustic multiple elimination the data is consid-
ered to have amplitudes for an acoustic medium with a free surface reflectivity that is equal for
all wave types. This means that the surface-related multiples cannot be perfectly eliminated
and surface related conversions cannot be taken into account at all. The estimated wavelet is
shown in Fig. 4.26 and, as a pleasant surprise, it agrees very good with the original wavelet
(Fig. 4.22), except for an overall scaling factor. This means that the source wavelet can still be
estimated with an adaprive acoustic multiple elimination procedure applied on single-compo-
nent land data.
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Fig.4.26 Estimated wavelet after acoustic multiple elimination of T,,-V, data.

4.3.4 Processing of elastic multi-component data

Finally, the multi-component data set as described in section 4.3.3 is used to apply the
multi-component adaptive surface-related multiple elimination procedure. Fig. 4.27 shows a
multi-component shot record (4 shot records) at the source position that has been indicated in
Fig. 4.21. The two sources generate the horizontal and vertical traction, T,, and T, at the sur-
face. The responses of these two source types are registered with multi-component geophones,
measuring the horizontal and vertical component of the particle velocity field, V, and V,, at
the surface.

In those shot records the groundroll is clearly visible. It should be removed in a first process-
ing step. In this example, the spatial sampling allows elimination in the k,-® domain; Fig. 4.28
shows the result. As expected, the groundroll has been well removed and the other events have
not been destroyed.

Before applying the multiple elimination process the multi-component data has to be trans-
formed into upgoing wave fields. According to Chapter 2 and 3 several descriptions for the
upgoing wave fields can be chosen. For this example, a description in terms of upgoing P- and
S-wave potentials has been used.
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Fig. 4.27 Multi-component shot record with groundroll at the position indicated in Fig. 4.21.
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Fig. 4.31 Multi-component shot record related to the subsurface model of Fig. 4.21, simulated with an
absorbing surface. a) P-P data b) S-P data ¢) P-S data d) S-S data.

0.7

This choice means that at the receiver positions decomposition from the total particle velocity
components into pure upgoing P- and S-wave responses should be accomplished. In addition,
at the source side the downgoing traction wave fields should be transformed in downgoing P-
and S-wave source wave fields. The receiver decomposition can be applied in common shot
gathers. For the decomposition at the source positions the shot records have to be reordered
into common receiver gathers. For both decomposition operations, all single-component sub
records are needed to do the decomposition. In fact, looking to decomposition in the k,-®
domain, decomposition is a weighted addition of the single-component terms (see also Wap-
enaar et al. (1990) or Appendix B). Fig. 4.29 shows the multi-component shot record after
decomposition into upgoing P- and S-wave responses due to downgoing P and S source wave
fields.

Next, the elastic adaptive surface-related multiple elimination process is applied, taking into
account the elastic reflectivity matrix of the free surface. The multi-component shot record
after adaptive multiple elimination is shown in Fig. 4.30. Note that also surface related conver-
sions have been eliminated. For comparison, the multi-component shot record at the same
source position has been simulated with a fully absorbing surface and with pure P and S wave
sources. The result of this modeling exercise is shown in Fig. 4.31. The differences between
the multi-component data after surface-related multiple elimination and the simulated data




4.3 ELASTIC MODEL 119

with the absorbing surface are very small. It proves that both the decomposition process and
the elastic multiple elimination process have performed very well.

The multiple elimination process has been applied in an adaptive way, meaning that the source
wavelet in the data is estimated as well. The wavelet optimization has been done in two steps:
firstly doing the optimization for the data related to the P wave sources and secondly doing the
optimization for the data related to the S wave sources. This yields two estimated source
wavelets, one for the P wave source and one for the S wave source. Both source wavelets have
been chosen identically in the modeling (Fig. 4.22). The result of the estimation process is
given in Fig. 4.32. Both estimated wavelets show a good agreement with the true wavelet,
although the S source wavelet has a small amplitude mismatch.
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Fig. 4.32 Estimated wavelet after elastic multiple elimination of multi-component data. The solid line is
the P-wave estimated wavelet, the dashed line the S-wave estimated wavelet.
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5

FROM SIMULATED DATA TO FIELD DATA,
PRACTICAL CONSIDERATIONS

Going from simulated data to field data is not a trivial step. When applying the multiple elimi-
nation method on field data, several problems are encountered, which are not present in the
simulated examples. Most of them are caused by the way seismic acquisition takes place;
however, also important is the fact that we live in a 3D world in stead of a 2D finite difference
grid.

In this chapter problems are addressed that may be encountered when working on field data.

5.1 MISSING OFFSETS

The theory of the surface-related multiple elimination method has been set up for infinite off-
sets in order to perfectly predict the multiples from the measured primary and multiple infor-
mation.

The “infinite” offset range is never met in reality, as measurements are only done for a limited
number of offsets. Typically, 100 to 250 offsets in one lateral direction are used per shot record
experiment.

In Chapter 3 it has been discussed that each trace in the data acts as a Huygens source signa-
ture, which generates a Huygens contribution to the multiple field in the next Taylor term. For
any trace missing in the input data, a Huygens source response is missing in the next Taylor




122 CHAPTER 5: FROM SIMULATED DATA TO FIELD DATA, PRACTICAL CONSIDERATIONS

term. The range of offsets that is influenced by the missing traces will increase for each higher
order Taylor term.

For the influence of missing offsets three cases will be distinguished (Fig. 5.1):

— Missing near offsets, i.e. the offset gap between the source and the first receiver posi-
tion.

— Missing or bad traces within a shot.
~ Missing far offsets, i.e. the “gap” between the last receiver position and infinity.

In the next sections the influence of each of these missing offsets on the multiple elimination
result are further evaluated.

near offset gap bad hydrophones far offset gap

4

Fig. 5.1 Three situations for missing offsets can be distinguished: missing near offsets, missing intermediate
offsets and missing far offseis.

5.1.1 Missing near offsets

The near offset gap has the largest influence on the multiple elimination procedure. For marine
acquisition it is typically in the order of 50 to 200 m; for land data a typical number is 200 to
400 m. Missing near offsets are due to practical considerations. In marine acquisition it is dif-
ficult to keep the streamer down in the water close to the vessel when it is moving. Also hydro-
phones close to the source and vessel suffer from a lot of noise, resulting in bad traces. In land
acquisition the geophones near the source suffer from a lot of shot generated noise.

Missing near offset information will harm the multiple prediction severely for a much larger
offset range than the missing offset gap itself. This is because the missing offset problem is
actually a missing angle problem. To show this, let us consider the configuration of Fig. 5.2,
where a flat reflector situation is sketched. All primary information until angle a is missing.
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near offset gap .
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Fig.5.2 Energy emitted under the same angle moves to the far offsets for each multiple event.

This means that multiple information until angle o can not be predicted. For the first order
multiple, this means that an offset range of roughly twice the near offset gap cannot be pre-
dicted, for the second order multiple three times the offset gap etc. So with the measured pri-
mary information, only part of the measured multiples can be predicted. From Fig. 5.2 it is
clear that angle o increases when the first reflector is shallower. For example, a reflector depth
of 150 m and an offset gap of 150 m yields 27° of missing primary information. If the depth is
only 50 m, the primary data is missing until 56°. This problem has already been mentioned in
Chapter 2 and 3 when describing the thin surface layer situation.

Apart from the missing predicted multiples for the small offsets, edge effects will occur when
predicting the recoverable part of the multiple events. These edge effects can be easily under-
stood if we consider the missing Huygens source responses for the near offsets.

The above limitations are illustrated with a simple example. Consider the shot record of Fig.
5.3a, where for one reflector at a depth of 150 m data has been simulated. In Fig. 5.3a the pri-
mary and 3 multiples are visible. As there are 3 multiples present, 4 terms of the Taylor series
have been generated, the shot record itself being the first term. Fig. 5.3b and ¢ show the second
and third Taylor term respectively. The Taylor terms are used the adaptive surface-related mul-
tiple elimination procedure, which results in the multiple free gather of Fig. 5.3d. The muitiple
elimination process has been very successful; all multiple energy has been removed. With the
adaptive multiple elimination procedure the original (0-60 Hz cosine square) wavelet could be
fully recovered, as shown in Fig. 5.3¢ and f. Note that the zero phase property has not been
used in the optimization process.

On this shot record a 150 m near offset gap (to both sides of the gather) has been imposed. The
shot record with the gap is shown in Fig. 5.4a. For this modified shot gather (and using the fact
that all other shot records of this medium have the same gap) the terms of the Taylor series
have been generate. Fig. 5.4b shows the second order term, in which two effects can be
observed.
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Fig. 53 a) Shot record of a one-reflector model (150 m depth) containing a primary and 3 multiples
b) Second term of the Taylor series c) Third term of the Taylor series d) Shot record after adaptive
mudtiple elimination e) Amplitude spectrum of the original (dashed line) and estimated wavelet
(solid line) f) Phase spectrum of the original (dashed line) and estimated wavelet (solid line).
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Firstly, for the predicted multiples the near offset gap has grown to about twice the original
gap. Secondly, edge effects can be observed due to the sudden stop of data in the gap, see the
arrow in Fig. 5.4b. These effects can be explained if we consider the part that is missing in the
second term, i.e. the Huygens responses of the near offset traces. These missing responses are
shown in Fig. 5.4c. The summation of Fig. 5.4b and Fig. 5.4c will yield the perfect second
Taylor term (Fig. 5.3b). Fig. 5.4d shows the third order term of the Taylor series. It can be
clearly observed from the Taylor terms that the higher the order of the predicted multiples, the
larger the detrimental effect. In other words, the near offset gap propagates to the larger off-
sets. Apart from this growing gap, truncation effects can be observed (indicated with arrows in
Fig. 5.4b,c,d).
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Fig.5.4  a) Shot record of Fig. 5.3a with a near offset gap of 150 m b) Second term of the Taylor series
¢) Huygens responses of the missing near offsei traces in the second Taylor term d) Third term of the
Taylor series. The arrows point at edge effects due to the sudden stop of data in the near offset gap
(rectangular truncation window).
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Fig.5.5 a) Shot record after adaptive multiple elimination b) Difference between result a) and the perfect
multiple elimination result (Fig. 5.3b) c) Amplitude spectrum of the original (dashed line) and
estimated wavelet (solid line) d) Phase spectrum of the original (dashed line) and estimated wavelet
(solid line).

When the Taylor terms are used in the adaptive multiple elimination process, Fig. 5.5a is the
result. As expected, the multiples have been removed at the larger offsets, but at the small off-
set range they have not been suppressed at all. In addition, extra events due to the edge effects
have been introduced there. For comparison Fig. 5.5b shows the difference between the per-
fect result without missing near offsets (Fig. 5.3d) and the result with the missing near offsets
(Fig. 5.5a), i.e. the contribution of the Huygens sources of the near offsets only. All edge
effects in the result of Fig. 5.5a can be indicated in those Huygens source responses. Looking
at the wavelet estimation result, shown in Fig. 5.5¢ and d, the original wavelet could be sur-
prisingly well recovered. Only an overall scaling factor in the amplitude spectrum is left in the
wavelet.

The way to overcome the near offset problem is to apply interpolation. For the field data
examples used in Chapter 7, the following procedure for interpolating the near offset traces
has been used (see also Fig. 5.6):
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— Reorder the data into common midpoint gathers and apply the reciprocity principle.

— Apply NMO correction using the stacking velocities of the strongest events (not nec-
essarily primaries).

— Smooth the data in the offset direction to remove fast amplitude variations.

— Fill the data in the gap using a cubic spline interpolation from the nearest offset traces
per time sample. For the derivatives of the splines the amplitude trend of the
smoothed traces in the offset direction at both sides of the gap is extracted by finite
difference derivatives. The interpolation might also be applied in the frequency
domain.

— Place the interpolated traces in the unsmoothed, NMO corrected CMP gather and
repeat the smoothing and interpolation procedure until the result is stable.

— Apply inverse NMO correction to the final interpolation outcome, and insert the result
in the original CMP gather.

— Reorder the interpolated CMP gathers into shot records (if desired).

To the data of Fig. 5.4 the interpolation procedure has been applied. Fig. 5.7a shows the CMP
gather (which is for a 1D medium identical to the shot record) after NMO correction. Fig. 5.7b
gives the final result after three smoothing and interpolation steps. Those traces are inverse
NMO corrected and inserted in the gap of the original CMP gather, see Fig. 5.7c. On this inter-
polated CMP gather the adaptive multiple elimination is applied, yielding a multiple free
result of Fig. 5.7d. The result is as good as the result without the gap (Fig. 5.3b), except for
very small remainings in the (interpolated) near offset traces. The wavelet, that could be
recovered with this interpolated data, is equal to the actual wavelet.

o e A
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Fig. 5.6 a) Amplitudes of the NMO corrected CMP data for one time sample. b) Data after lateral smoothing.
¢) Data after smoothing and first interpolation step. d) Data after smoothing and interpolation after
3 iterations. The gray line shows the smoothed result, the solid line the interpolated result.
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Fig. 5.7 a) NMO corrected CMP gather related to the shot record of Fig. 5.4 b) NMO corrected CMP gather
dafter interpolation c) Shot record after interpolation of the near offsets d) Interpolated shot record
after adaptive multiple elimination.

Note that the interpolation procedure uses small offsets to predict the missing near offsets. Its
application yields therefore satisfactory results if the hyperbolic assumption is valid for the
small offset traces (say the first 20 traces) only. This means that in most seismic situations this
method can be applied.

For a more complicated example we consider again the subsurface model of Fig. 5.8a, which
has already been shown in Fig. 1.2 of Chapter 1. Fig. 5.8b shows the zero offset data corre-
sponding to this model. As can be observed, the subsurface is clearly not one-dimensional and
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the reflections are laterally varying due to the pinch out. From all simulated shot gathers, a
near offset gap of 150 m has been introduced and the interpolation procedure has been applied.
This results in the interpolated zero offset section, which is shown in Fig. 5.8¢. The result is
very good. Even the grid diffractions could be well interpolated. Also the crossing primary and
multiple events could be well handled.
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Fig. 5.8 a) Subsurface model for the simulation of seismic surface data
b) Zero offset section corresponding to the model of a)
¢) Interpolated zero offset section after introducing a 150 m near offset gap in the shot records.
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5.1.2 Missing intermediate offsets

During acquisition some channels may produce bad or “dead” traces. Each missing trace
within a data gather will produce artifacts in the multiple elimination result. These artifacts are
easily explained again if we consider the influence of any missing trace on the multiple elimi-
nation result as a missing Huygens source contribution. This is shown in Fig. 5.9, where for
the shot record of Fig. 5.3a a trace has been zeroed (at 500 m offset). Fig. 5.9b shows the sec-
ond term of the Taylor series, assuming that all other shot records have a dead trace at 500 m
as well.
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Fig. 5.9 a) Shot record with a zero trace at 500 m offset b) Second term of the Taylor series c) Missing
Huygens source response of second Taylor term d) Result of adaptive multiple elimination

e) Perfect result of data without zero trace (identical to Fig. 5.3d) f) Difference between perfect result
and result with the missing intermediate trace. c) and f) are scaled with a factor 2 for plotting.
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The second term contains one extra hyperbolic event for each multiple with the apex at the
missing offset position. In fact this is one missing Huygens source response due to the missing
trace in the shot gather. This is visible in Fig. 5.9c, where the Huygens contribution of the
missing trace for the second Taylor term has been displayed. For this shot record the adaptive
multiple elimination procedure is applied. The result after adaptive multiple elimination (Fig.
5.9d) looks good, although the missing Huygens source response can be found back in this
shot record after multiple elimination. For field data each zero trace will produce such a Huy-
gens response in the data for each order of multiples that is removed. The wavelet estimation
did not suffer from the missing offset and the wavelet was recovered perfectly. Note that at the
missing trace itself, the multiples are now predicted with a negative sign. For comparison the
perfect multiple elimination result (identical to Fig. 5.3d) is shown in Fig. 5.9¢, with the differ-
ence in Fig. 5.9f. It shows the influence of the missing trace on the total multiple elimination
result.

In conclusion, missing intermediate traces should be preferably filled prior to multiple elimi-
nation. The interpolation need not be as sophisticated as in the missing near offset situation.
Normally a (rough) NMO correction and a linear interpolation of the missing trace from both
sides of the “gap” will do well.

For larger gaps methods based on the previously discussed near offset interpolation, or based
on correlation at both sides of the gap (see Martinson and Hopper (1990)), or based on the
Radon transform (see Darche (1990)) can be used.

5.1.3 Missing large offsets

Missing large offsets are normally not a problem for the multiple elimination procedure. This
is due to the fact that the multiple energy tends to move from small to large offsets (as already
mentioned in 5.1.1) and, therefore, the measured multiples at the some offset can be predicted
with the information at smaller offsets, without using information at larger offsets.

However, the sudden stop of data at large offsets (rectangular truncation window) may intro-
duce edge effects similar to those of the “dead” traces. For the same example under consider-
ation, Fig. 5.10a shows the (right side) of the shot record with an offset limitation of 500 m.
On this data the adaptive multiple elimination procedure is applied. The second term of the
Taylor series is shown in Fig. 5.10b and the final multiple elimination result is given by Fig.
5.10c. Both in Fig. 5.10b and Fig. 5.10c the edge effect of the limited offset range can be
observed (see the arrows). However, the multiples are well suppressed. If these edge effects
are severe, due to high amplitudes at the large offsets, a tapering procedure is preferred. For
the example under consideration a taper of 15 traces has been applied before multiple elimina-
tion. Fig. 5.10d displays the result, showing that the edge effect has been suppressed indeed;
small remainings of the multiples are visible at the largest offsets only. It depends on what the
user prefers: the edge effects or the small multiple remainings. As expected, the original wave-
let could be estimated without noticeable amplitude or phase discrepancies.
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Fig. 5.10 a) Shot record with 500 m maximum off'set b) Second term of the Taylor series ¢c) Adaptive multiple
elimination result d) Adaptive multiple elimination result after using a 15 trace taper.

In situations with strong dipping subsurface structures, missing large offset data may become
a serious problem, similar to missing near offset data. For a geometric explanation see Fig.
5.11, where for a horizontal reflector the multiple at the far offsets can be predicted by the
measured primary information at smaller offsets. However, for strongly dipping interfaces
there is a turning point. Beyond that point primary energy occurs at larger offset than the cor-
responding multiple. This can be easily seen by bearing in mind that each reflection against the
dipping reflector decreases the angle of propagation with twice the interface dip angle. This
means that multiple energy can be measured, although the corresponding primary is not cap-
tured within the offset range. If those type of multiples are to be correctly predicted and elimi-
nated, a trace extrapolation technique should be used.

multiple  primary primary multiple
a) b)

Fig.5.11 a) For reflectors with small dips, multiple energy is predicted from primary energy at smaller offsets.
b) For reflectors with steep dips, some of the multiple energy must be predicted from primary energy
at larger offsets.
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~&— missing channel
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Fig. 5.12  The problem of missing data should be looked at in terms of the data matrix. It shows that missing
receiver and missing shot positions give rise to similar problems.

5.1.4 Missing shot and receiver positions

In practical situations complete shot records may be of unacceptable quality or totally missing.
However, for surface-related multiple elimination the problem of missing a shot position is
similar to the problem of missing a receiver position. To explain this, consider the data matrix
as shown in Fig. 5.12. A missing shot position or a missing receiver position has a comparable
influence on the matrix multiplication result, as the data is multiplied with itself, yielding com-
binations of rows with columns. In fact there will be a missing Huygens source response in the
next Taylor term if an input Huygens source trace is missing at a certain offset, or if the corre-
sponding shot record at that position is missing. Actually, if the missing shot position is identi-
cal to the missing receiver position the effects are identical. Note that the already discussed
missing intermediate offsets is in fact a missing channel problem (Fig. 5.12).

5.1.5 Aliasing effects

Like most of the pre-stack processing methods, also the surface-related multiple elimination
method is sensitive to aliasing. The data used to do the multiple elimination procedure should
satisfy the temporal and spatial aliasing criteria in both shot and receiver direction! As the data
matrix is multiplied with itself, this is only possible if the shot and receivers have the same
spatial sampling interval. This requirement can also be seen with the Huygens source princi-
ple: a shot record is needed at each trace position, which is not satisfied in situations with
unequal source and receiver spacing. Therefore, shot records should be interpolated to arrive
at the same sampling density of sources and receivers. This can be easily achieved on NMO
corrected CMP gathers (see Berkhout (1984)).
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The procedure is as following:

— Reorder the shot records into CMP-gathers and apply a (rough) NMO correction,
reducing the curvature in the events. This results in a larger allowable spatial sam-
pling interval.

— Apply a double Fourier transform and pad zerogs in the wave number domain, result-
ing in a spatial interpolation.

— Apply an inverse double Fourier transform and remove the NMQO correction from the
interpolated CMP-gathers; the interpolated shot records can be acquired after reorder-
ing of the CMP-gathers.
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Fig.5.13 a) CMP-gather related to the model of Fig. 5.8a b) CMP-gather after approximate NMO correction
¢) CMP-gather after NMO and interpolation via the wave number domain d) Interpolated
CMP-gather after removing the NMO correction.
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This procedure is illustrated on a CMP-gather extracted from the dataset which is also shown
in Fig. 5.8 and in Chapter 1. Fig. 5.13a shows a CMP-gather extracted from this dataset after
removing every other shot record, giving a reduced spatial sampling of 80 m (note that a
CMP-gather already has a twice as sparse spatial sampling as a shot record). First a rough
NMO correction is applied (using a single stacking velocity) to reduce the maximum angle in
the wave number domain, as shown in Fig. 5.13b. After padding zero samples in the wave
number domain Fig. 5.13c shows the interpolated CMP-gather. The final step is to undo the
NMO correction, resulting in the interpolated CMP-gather (Fig. 5.13d) with 20m spacing. If
this procedure is repeated for all CMP gathers, interpolated shot records can be acquired after
reordering. Following Berkhout (1984), aliasing can only be removed by interpolation if extra
information is provided. Here, the extra information consists of the NMO model.

5.2 INFLUENCE OF NOISE

A low signal to noise ratio will have a negative effect on the multiple elimination result, noise
being defined as events that are not given by the forward model equation (2.20).

Each event in the data, whether it is part of the model or not, will be converted to multiple
energy and will be subtracted from the data. This means that correlated noise events which are
present in all shot records, like vessel and cable noise, will create artificial multiples which are
not actually present in the data. Therefore, correlated noise should be removed from the data
as much as possible. This can be seen as follows. Consider the formulation of the surface-re-
lated multiple elimination procedure, as given by equation (3.11):

Py (zo) = [ T+ P (zp)A(zg) |7 P (z0) .1)
with
Ao = {ST ()} R(z) . (5.2)

If the data P"(z) is contaminated with noise N(zy), the estimate of the multiple free data
becomes:

<Py (20> = [ 1+ {P(20) + N(zo)} A(zo) | (P (z0) + N(zo)}
=Py (20) - {P™(z0) + N(z)} A(zo) N(zg) +....... . (5.3)
Apart from the true multiple elimination result, Py (z,), as given by equation (5.1), the output

also consists of terms which contain “auto convolutions” of the noise and “cross convolu-
tions” of signal and noise.
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Uncorrelated noise will be less harmful, as the multiple elimination procedure has a dispersing
effect, only enhancing correlating events (similar to stacking). From the examples, that will be
shown, it may be concluded that uncorrelated noise is not noticeably increased. Another inter-
esting noise property is that the adaptive multiple elimination procedure will stop when the
multiples are suppressed until the noise level. A distinction between uncorrelated noise and
correlated events cannot be made with the minimum energy criterion.

To illustrate the effect of noise, the data of Fig. 5.3 is considered again to which different noise
levels are added before multiple elimination is applied.

First -20 dB noise (defined as the ratio of the average of absolute values of the noise ampli-
tudes to the maximum amplitude in the data) is added, resulting in the shot record of Fig.
5.14a. If the second term of the Taylor series is calculated (Fig. 5.14b) it can be observed that
the noise is reduced considerably. This means that the noise level after multiple elimination
will be hardly increased!
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Fig. 514 a) Shot record of Fig. 5.3 with -20 dB noise added b) Second term of the Taylor series c) Adaptive
multiple elimination result d) Difference before and after multiple elimination, i.e. the eliminated
multiples only e) Estimated amplitude spectrum f) Estimated phase spectrum. The dashed line shows
the original wavelet spectra.
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When applying adaptive multiple elimination Fig. 5.14c is the result, which shows that the
multiples have been reduced until the noise level. The remaining of the first order multiple can
just be seen through the noise (see the arrow in Fig. 5.14c). However, its amplitude level is the
same as the noise amplitude level. Fig. 5.14d shows the difference between the data before and
after multiple elimination, i.e. the eliminated multiples. It shows that the multiple section has a
much lower noise level (uncorrelated noise) than the original section, approximately 6 dB
lower. This explains that the signal to uncorrelated-noise ratio of the output is virtually
unchanged.

The fact that the adaptive multiple elimination stops when the multiple amplitudes have been
reduced until the noise level can be observed in the amplitude spectrum of the estimated wave-
let in Fig. 5.14d. The amplitude spectrum is over-estimated, which means that the inverse
wavelet has smaller amplitudes at those frequencies. This is exactly what we want.
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Fig. 5.15 a) Shot record of Fig. 5.3 with -10 dB noise added b) Second term of the Taylor series c) Adaptive
multiple elimination result d) Difference before and after multiple elimination, i.e. the eliminated
multiples only e) Estimated amplitude spectrum f) Estimated phase spectrum. The dashed line shows
the original wavelet spectra.
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Especially the edges of the wavelet are less well estimated. This is because the added noise
had a flat spectrum and the data has a cosine shaped spectrum, yielding that the signal to noise
ratio to be frequency dependent, being highest at 30 Hz. Using the inverse of this wavelet as a
weighting factor for the Taylor terms means that the multiples are less suppressed. Generally it
can be said that the higher the noise level, the smaller the amplitudes of the estimated inverse
wavelet spectrum, the less the multiples are suppressed. As the noise is uncorrelated, the esti-
mated phase spectrum should suffer less from the added noise. This is indeed true, as Fig.
5.14e shows still a remarkably good estimate of the original zero phase spectrum!

The same experiment is repeated for -10 dB noise added to the data, as shown in Fig. 5.15.
The noise level is rather high, as the first order multiple is almost drowned in the noise (Fig.
5.15a). Calculating the second order term of the Taylor series results in Fig. 5.15b. This again
shows the reduction of noise due to the dispersion effect of the matrix multiplications for .
uncorrelated signals. It is important to realize the fact that for this noisy data still a surpris-
ingly good estimate for the multiples can be acquired. The signal to noise ratio of the data after
adaptive multiple elimination is slightly less then in the input data; the difference is approxi-
mately 0.1 dB only.

As the multiples have the same amplitudes as the noise in the original data, hardly any visual
improvement of the multiple elimination process can be expected, as can be seen in Fig. 5.15c.
The difference before and after multiple elimination is shown in Fig. 5.15d, which shows that
the mulriple signal to noise ratio has been increased significantly, with approximately 6 dB.
The phase spectrum in Fig. 5.15f is still a surprisingly good estimate for the wavelet spectrum.
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Fig. 5.16 a) Eliminated multiples for shot record of Fig. 5.15a, i.e. the difference of Fig. 5.15a and Fig. 5.15¢
b) Shot record of Fig. 5.15a after adaptive multiple elimination
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d) Shot record of Fig. 5.15a after adaptive multiple elimination with an oversubtraction of 4.
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If the multiples are insufficiently reduced due to the high noise level, two remedies can be con-
sidered:

1 Use another criterion that takes also correlation into account.

2 Apply an oversubtraction of the predicted multiples. From the examples it is clear that
the amplitude spectrum of the estimated wavelet suffers mostly from the noise, and
the phase can still be recovered reasonably well. Therefore only an amplitude correc-
tion is needed.

The oversubtraction has been used on the example of Fig. 5.15, using a factor of 1, 2 and 4.
Fig. 5.16a shows the multiples that have been eliminated from Fig. 5.15a by the adaptive mul-
tiple elimination procedure (difference between Fig. 5.15a and Fig. 5.15¢). The multiple elim-
ination results are displayed in Fig. 5.16b to d. From a visual inspection it appears that Fig.
5.16¢c, with the oversubtraction of 2, gives the best result. Using more oversubtraction
increases the noise level.

5.3 SOURCE AND RECEIVER PERTURBATIONS

In Chapter 3 we assumed that before the multiple elimination procedure is applied, the remain-
ing source and receiver matrices have been reduced to unity matrices by a source and receiver
decomposition procedure (see section 3.1.2 and 3.1.3). It means that after decomposition the
wavelet is the same for each shot record, i.e. each column of the data matrix. This assumes that
all sources have equal strength and equal signature shape and that each receiver has the same
sensitivity. For marine data this assumption may be largely valid in most cases but for land
data this is generally not true, as the wavelet repeatability highly depends on the near surface
effects.

In this section the influence of varying source strength and receiver sensitivity are investigated
with a few simple examples, which may be used as a rule of thumb.

Suppose that each source has a variation in amplitude only, which is represented by the scalar
3, for shot record i. For the next Taylor term corresponding to shot record i each trace of this
shot record is convolved with the shot record corresponding to the receiver position (using the
Huygens principle, as explained in section 3.2.2). This means that each convolution result of
one trace of shot i with a shot record j yields a scaling factor if aja;, as shown in Fig. 5.17. The
addition of these sub-results yields the next Taylor term corresponding to shot record i, i.e. a
scaling factor of a%z a~a;. Thus each higher order term of the Taylor series has similar
amplitude perturbations as the first term (=input data).
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shot record i, first term of Taylor series
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second term of
Taylor series,
corresponding to
shot record i

Fig. 5.17 The next term of the Taylor series is calculated by convolving each trace of a shot record with the
shot record corresponding to the trace position. Next, these sub-convolution results are added.

This means that the amplitude variations will be averaged for the predicted multiples (similar
to the averaging effect on uncorrelated noise), and will therefore have little effect on the mul-
tiple elimination result.

This is shown for the same shot record as in Fig. 5.3. The perfect result without source varia-
tions is repeated in Fig. 5.18b. Next source variations of maximum 20% are introduced along
the seismic line, as shown in Fig. 5.18c. After adaptive multiple elimination the result of Fig.
5.18d hardly deviates from the optimal result (Fig. 5.18b). If the random source strength vari-
ations are increased to maximal 50% deviations, as shown in Fig. 5.18e, and the adaptive mul-
tiple elimination procedure is applied for this line, still the result is very good, as shown in Fig.
5.18f. In both cases the wavelet could be perfectly recovered. It can be concluded that the
adaptive multiple elimination process is very insensitive to random source and receiver varia-
tions with respect to amplitudes.

If the sources have variations in timing only, which means that each source signature is equal
except for a time shift At; in shot record i, the result is different from the situation with ampli-
tude variations only. Each Huygens source contribution for the second Taylor term will have a
total time shift of At+At; for each trace j in shot record i. Hence, the interference effect is no
longer correct, as the signals of the Huygens source contributions are no longer added with the
correct phase. This applies to the constructive as well as the destructive interference.
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To illustrate this effect the same dataset is considered again, but now time shifts are intro-
duced. Fig. 5.19b shows the perfect result without any time shifts incorporated (identical to
Fig. 5.18b). Next, uncorrelated source time shifts are introduced per shot record with a maxi-
mum of 2 ms, as shown in Fig. 5.19c. After adaptive multiple elimination for one shot record
selected from these perturbed shot records, the result (Fig. 5.19d) shows already some remain-
ings, due to the improper addition of all Huygens source responses. Increasing the maximum
source time shifts to 4 ms (Fig. 5.19¢) the result after adaptive multiple elimination for this
selected shot record is shown in Fig. 5.19f. A further increasing of the timing errors will lead
to unacceptable results. Nevertheless, the estimated source wavelet hardly suffered from those
time shift deviations!
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Fig. 5.18 a) Source strength as a function of the shot number without variations
b) Shot record after surface-related multiple elimination without source strength variations
¢c) Source strength variations as a function of the shol numbers, with a maximum variation of 20%
d) One shot record owt of this set of shots after adaptive multiple elimination
e) Source strength variations as a function of the shot number, with a maximum variation of 50%
1) Shot record out of this set of shots after adaptive multiple elimination.
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In general any shot to shot wavelet deviation can be considered as a combination of amplitude
and phase deviations. The amplitude deviations are not very harmful for the multiple elimina-
tion result. However, phase deviations will have a more significant influence on the output of
the multiple elimination process. If on land data serious shot to shot wavelet deviations do
occur, wavelet balancing of the shot records prior to multiple elimination is desired.
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Fig. 5.19 a) Source time shifts as a function of the shot number without variations
b) Shot record after surface-related multiple elimination without source variations
c) Source time shifts as a function of the shot numbers, with a maximum variation of 2 ms
d) One shot record after adaptive multiple elimination
e) Source time shifts as a function of the shot number, with a maximum variation of 4 ms
) Shot record after adaptive multiple elimination
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5.4 STATICS

For land data, statics is generally a severe problem in almost all seismic processing stages and
is therefore removed in advance. Two different types of statics can be indicated:

- Elevation statics
The statics caused by traveltime differences due to the non-flatness of the surface.

- Weathered layer statics
The statics caused by traveltime differences due to one or more irregularly shaped
low velocity layers near the surface.

The two types of static causes are visualized in Fig. 5.20. The irregular (near) surface can
influence the upcoming wave front shapes considerably. Generally these influences are
approximated by one delay parameter per source position (source static) and one delay param-
eters per receiver position (receiver static). Statics should be removed (“static correction”) if a
process assumes a homogeneous flat surface.

The weathered layer statics are generally not a problem for the multiple elimination method,
as the weathered layer is part of the subsurface. The surface-related muitiple elimination pro-
cedure does not need any subsurface information. The traveltime and amplitude influence on
the events by the weathered layer will be doubled for the first order multiples etc. The multi-
ples will be perfectly predicted by their primaries. However, discrepancies may arise by cou-
pling problems (treated in the previous section on receiver variations) and by the reflecting
properties of the weathered layer.

elevation
variations
~— datum

weathered layer
variations

Fig. 5.20 Statics can be divided into elevation statics and weathered layer statics. The first type is due to the
elevation changes of the surface, the second type is due to the irregularly shaped low velocity layers
below the surface.
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If the weathered layer acts as a thin layer reflector, the “thin surface layer” variant should be
used, as described in Chapter 3. In this variant, information of the weathered layer is needed to
eliminate the multiples related to the free surface in combination with the weathered layer
interfaces.

If the weathered layer acts mainly as a propagation layer, the surface-related multiple elimina-
tion method can be applied without modification. Note that for a buried dynamite source the
source position should be corrected to the datum during decomposition.

For the elevation statics the situation may be different. The multiple elimination theory
assumes that at the free surface decomposition into upgoing and downgoing wave fields can
be carried out. At the receiver side the upgoing wave fields are assumed to be refiections from
the subsurface, the downgoing wave fields are assumed to be wave fields after reflection
against the free surface. This is not true anymore for very large surface curvatres, in which
internal reflections exist. For these situations, the surface-related multiple elimination method
does not work perfectly anymore, although acceptable results may still be expected.

To show this in an example, we consider the subsurface model of Fig. 5.21a. In this model ele-
vation statics have been introduced varying from left to right with a maximum local dip angle
ranging from 5° at the left to about 25° at the right. Shot records have been simulated with a
finite difference modeling algorithm, the shot positions ranging from x=1000 m to x=5000 m
(see Fig. 5.21a). Fig. 5.21b shows the zero offset section that has been extracted from the sim-
ulated shot records. As the reflector is flat, the irregularities of the primary and the multiples
are due to the elevation statics.

Note also the fact that as the data has been simulated in a gridded model, the curved surface
has a “stair case” shape, which produces a number of small diffractions in the primary and the
multiples (see the arrows in Fig. 5.21b). After applying the surface-related multiple elimina-
tion procedure on all shot records, the zero offset section is extracted. The result has been dis-
played in Fig. 5.21c. Indeed the multiples could not be eliminated perfectly, but the reduction
for this complex problem is still significant. The second and higher order multiples around
x=2500 m are completely removed. The first order multiple is reduced to an acceptable level.

The problems related to the existence of statics and its influence on the multiple elimination is
not fully discussed in this section. However, a thorough description of statics is beyond the
scope of this thesis. It is a thesis on its own.
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b) Zero offset section related to the subsurface model of a), with all multiples included

¢) Zero offset section extracted from the shot record after multiple elimination.

The arrows point at diffractions due to the gridded velocity field.

Fig. 5.21 a) Subsurface model with a varying surface level and a reflector at 300 m depth
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5.5 3D VERSUS 2D EFFECTS

5.5.1 Introduction

The multiple elimination method as described in Chapter 3 is applied as a 2D procedure. This
means that the assumption has been made that the data is considered to be gathered in a 2D
world. This has two consequences:

1. The subsurface model is assumed to be invariant in the cross-line direction. Hence,
out of plane events are not properly treated.

2. The sources are considered to be line sources in the cross-line direction. The resulting
amplitudes are thus considered to be 2D.

Both assumptions are not met in practice and therefore we have to look at the effects of these
assumptions in situations were they are not valid.

5.5.2 3D geometry aspects

In theory the multiple elimination procedure can be applied in a full 3D sense. The matrix
notation is also suited to contain 3D data, which leaves the formulations exactly the way they
are (see Appendix A). However, this requires an enormous amount of data to be gathered dur-
ing the acquisition, as both source and receivers should be moved along a dense sampled grid
along the surface. In stead of matrices of the size NN, , with N, the number of shot records
and N, the number of receivers per shot for a 2D line, full 3D matrices have N,2#N.2 elements
(assuming the same geometry in the x and y direction). This huge amount of data is never
recorded in practical 3D surveys. Normally the source and receivers are densely sampled in
one direction and coarsely in the perpendicular direction, see Fig. 5.22. If a courser sampling
of a factor 10 is used, the total amount of data reduces with a factor of 100. Even in this case
the amount of data is still extremely large.

Present 3D seismic surveys prohibit full 3D multiple elimination; we should have a source at
each receiver position to make a proper prediction of the multiples, as explained in section
3.2.2. For practical acquisition geometries the full 3D multiple elimination result will be
severely aliased, and a proper interpolation to a dense grid source/receiver positions is needed.
In addition, the application of the full 3D multiple elimination will take too much calculation
time to be feasible at current super computers. Therefore full 3D multiple elimination will be
saved for a future generation.
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desired 3D acquisition: present 3D acquisition:
a source and a receiver at each grid point  sources and receivers densely sampled in
one direction and coarsely sampled in the
opposite direction

dense shot sampling dense receiver sampling

P 4% </

b)

Fig. 522 a) For the desired 3D acquisition the receivers are densely distributed in both x and y direction, and
a shot record is generated for a source at each grid position b) In present 3D acquisition the source
and receivers are densely sampled in one direction only.

To show the principle that the method can be applied to 3D data that is measured on an ideal
dense grid at the surface in both x and y direction, the 3D subsurface model is considered
which is shown in Fig. 5.23. At the surface a 2D grid with a spacing of 25 m is used to simu-
late a full 3D seismic survey. In the x-direction 33 receivers are positioned and in the y-direc-
tion 17 receivers, resulting in a 2D spread of 561 receivers. For the simulation each grid point
is also used as source position once, resulting in 561 shot records of each 561 traces in a fixed
spread configuration. A data matrix, generated in a quasi 3D way as described in Appendix A,
consists of 561*561 points. For each Fourier component there exists such a data matrix.

line 1
y=200m

400

Fig. 5.23 3D subsurface model containing one dipping reflector with an in-line dip of 10° and a cross-line dip
of 5° The smallest depth of the reflector with respect 1o the seismic area is 100m.
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In Fig. 5.24 the 3D data matrices are shown for the example under consideration for 3 Fourier
components, corresponding to 5, 15 and 25 Hz respectively. Each 3D matrix consists of a
number of submatrices, in this example 17x17 submatrices. One such a submatrix contains a
complete 2D acquisition with the receiver varying in the x-direction (for a fixed y-coordinate)
and the sources also varying in the x-direction (for another fixed y-coordinate). In the high-
lighted submatrix of Fig. 5.24, the source is positioned in the 5" grid line in the y-direction
and the receivers are positioned in the 2™ grid line in the y-direction. Each column of this sub-
matrix corresponds with a 2D shot record with the receivers in the x-direction, as shown at the
top of Fig. 5.24. However, the source is located at a different y-position than the receiver line.
One column of the full 3D matrix corresponds to a 3D shot record, with the source at one posi-
tion and the receiver varying along the full grid in the x- and y-direction.

For the subsurface model of Fig. 5.23 one such a 3D shot record is shown in Fig. 5.25a. All
561 3D shot records have been used to do the multiple elimination with exactly the same algo-
rithm as the 2D multiple elimination.

one column of one submatrix
corresponds with a 2D shot record

frequency 25 Hz

frequency 15 Hz

frequency 5 Hz

Fig. 5.24 3 Data matrices of the full 3D data set simulated in the subsurface model of Fig. 5.23. The horizontal
axis contains the shot coordinate, the vertical axis contains the receiver coordinate. Each submatrix
contains a complete 2D seismic experiment.
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Fig.5.25 a) 3D shot record simulated in the subsurface model of Fig. 5.23. It contains 17 parallel receiver
lines in the y-direction for the source in the middle of the acquisition grid b) Shot record after full 3D
surface-related multiple elimination c) Estimated amplitude spectrum d) Estimated phase spectrum.
The dashed line shows the true wavelet specira.
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The only difference is the way the matrices are filled. Applying matrix multiplications with
these 3D matrices, automatically describes the desired convolutions. The resulting shot
records after adaptive multiple elimination are displayed in Fig. 5.25b, which shows that
indeed all multiples have been eliminated well. Also the original 0-30 Hz cosine wavelet could
be fully recovered, as is shown in Fig. 5.25c and d.

The same data set has been used to do some 2D experiments. We start with line 1 in Fig. 5.23
(y=200m), yielding a fixed spread seismic line of 33 shot records with each 33 receivers in the
x-direction. Fig. 5.26a shows 9 shot records of this line. A 2D adaptive multiple elimination
procedure is applied on this data, yielding the shot records of Fig. 5.26b, with the estimated
wavelet shown in Fig. 5.26¢ and d. The results are still reasonably good, as the out of plane dip
is 5° for this example. The wavelet does not correspond with the original wavelet for several
reasons.

Firstly, using 3D data in a 2D multiple elimination, there will be an overall amplitude mis-
match (scaling factor). In this example a scaling factor of about 10 has been found. In addi-
tion, for 3D data the amplitude decays faster (spherical spreading) than 2D data (cylindrical
spreading). Therefore there will also be a discrepancy between the amplitude balance for dif-
ferent orders of the predicted multiples and the corresponding multiples in the data.

Secondly, the shape of the amplitude spectrum has been deformed, because of 3D-2D ampli-
tude discrepancies. The 2D multiple elimination assumes line sources (see next section) in
stead of point sources. This has also its influence on the wavelet. Going from 3D to 2D there is
an amplitude scaling proportional to Vfand a phase shift of 45°. The factor f can be found
back in Fig. 5.25c¢ (increasing effect of high frequencies).

Thirdly, there is a phase spectrum deformation, due to the already mentioned 45° phase differ-
ence between 3D and 2D data.

Last but not least the fact that the multiples are not exactly periodic anymore according to a
2D world (out of plane effects) yields that with the wavelet estimation these out of plane
effects are tried to be corrected. This mainly results in a phase spectrum deformation.

Also for line 2 in Fig. 5.23 (x=400 m) the adaptive 2D muitiple elimination procedure has
been applied. Fig. 5.27a shows 9 shot records of this line containing 17 shot records with each
17 receivers in the y-direction. After adaptive multiple elimination, the resulting shot records
are displayed in Fig. 5.27b with the estimated amplitude and phase spectrum shown in Fig.
5.27c¢ and d. The result is worse compared to the in-line result, as the out of plane dip is now
10°, yielding the multiple periodicity to be less correct. The first order multiple could still be
well suppressed, but the second order multiple could only be very slightly reduced, due to both
the 3D/2D amplitude discrepancies as well as the out of plane timing errors.

From the geometrical point of view it may be concluded that small out of plane dips (smaller
than 5°for multiple generating interfaces) may be accepted for a reasonable 2D multiple elim-
ination result.
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Fig. 5.26 a) 9 shot records of line 1 in Fig. 5.23 b) Shot records after 2D surface-related multiple

elimination c) Estimated amplitude spectrum d) Estimated phase spectrum.
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Fig.5.27 a) 9 shot records of line 2 in Fig. 5.23 b) Shot records of after 2D surface-related multiple
elimination c) Estimated amplitude spectrum d) Estimated phase spectrum.
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5.5.3 3D amplitude aspects

Even in the case of 3D wave propagation in a 2D medium, i.e. a medium which is constant in
the y-direction, the 2D multiple elimination will not yield optimal results. Although the posi-
tion of the multiples can be exactly predicted with the 2D multiple elimination method, stiil
amplitude discrepancies will be present. This has already been mentioned in the previous sec-
tion, considering 2D cross-sections of 3D data.

The amplitude discrepancies arise from the fact that 2D multiple elimination assumes that the
waves only expand in 2 dimensions. For 3D media, this can be acquired by considering line--
sources in stead of point sources. So, if a 2D seismic line with 3D amplitudes is to be treated
with the 2D multiple elimination, an amplitude pre-processing step should be applied, trans-
forming point source responses into line source responses.

The most simple way to do this is a simple time scaling with a factor of Vi, or a time gain
which is dependent on the velocities in the media, see Yilmaz (1987). However, these are only
rough corrections, which do not take into account the offset (or with better words: angle)
dependent differences between 3D and 2D data.

Wapenaar et al. (1990b) suggest a method that is exact for horizontally layered media, and
approximate for lateral inhomogeneous media if the not too high dips are present. This method
makes use of a combination of a forward Hankel and an inverse spatial Fourier transform.
However, it can be applied by a so called “square root” filter in the offset direction only, which
makes the method very fast. The procedure consists of a weighted summation of the traces
with larger offsets than the one under consideration, as shown in Fig. 5.28. If lateral inhomo-
geneities are present, the amplitude transformation is best applied on CMP gathers, as the
CMP gather simulates the 1D assumption better than shot records.

2D amplitudes

: :

Fig, 5.28 For the amplitude transformation from point source to line source responses, per output trace a
weighted summation of all input traces with larger offsets is involved.
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The examples of sections 5.1 to 5.3 have all been simulated with line source responses. If the
shot record of Fig. 5.3a is simulated as a point source response with 3D amplitudes, the result
is Fig. 5.29a. On this shot record the amplitude transformation as described by Wapenaar et al
(1990b) is applied, yielding Fig. 5.29b. For comparison the original 2D shot record is dis-
played in Fig. 5.29c. Comparing the point source (Fig. 5.29a) with the line source (Fig. 5.29c¢)
response, there are three differences to be observed. For the point source response the ampli-
tude decays faster as a function of time (3rd order multiple is hardly visible). Secondly it
decays faster as a function of offset. Thirdly the wavelet is different. The first two differences
are due to the geometrical spreading. The wavelet changes are due to the fact the a line source
response is in fact a summation of point source responses along a line in the y-direction. This
summation tends to increase lower frequencies more than higher ones, giving a difference pro-
portional to Vf. However, the phase spectrum is shifted by 45°,
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Fig. 5.29 a) Shot record with 3D amplitudes (point source response) b) Shot record with 3D amplitudes after
amplitude transformation to 2D amplitudes (simulated line source response) c) Shot record with
true 2D amplitudes (line source response) d) Maximum amplitude section picked for the shot
records of a), b) and c). The 3D shot record has been normalized to 2D amplitudes at zero offset.
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For the exact difference between point and line source responses, see the analytical expres-
sions in Berkhout (1982) or Appendix B. Note that by the amplitude transformation the 2D
amplitudes can be (almost exactly) recovered, see Fig. 5.29b. Also the wavelet changes are
properly taken into account. The small deviations between the true 2D amplitudes and the sim-
ulated 2D amplitudes are due to the discretization of the amplitude transformation formula’s.

The amplitude and phase differences between point and line sources can be observed when the
wavelet is estimated using a 2D multiple elimination procedure on the 3D point source data.
The resulting shot record is shown in Fig. 5.30a, which shows that although the amplitudes are
not correct, a good multiple elimination result can be acquired. Fig. 5.30b shows the estimated
amplitude spectrum, which shows that indeed the amplitudes at the higher frequencies range
are estimated. Also the 45° phase shift is recovered in Fig. 5.30c.

The conclusion may be that the amplitude correction is not that important for marine seismic
data, to get an acceptable multiple elimination result. However, Wapenaar et al (1990b) show
that for multi-component elastic data the amplitude differences between 3D and 2D wave field
expansion are of much more importance. For land data the amplitude correction will be a nec-
essary pre-processing step.
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Fig. 5.30 a) Shot record of Fig. 5.29a with 3D amplitudes after 2D adaptive multiple elimination.
b) Amplitude spectrum estimated with 2D multiple elimination. c) Phase spectrum estimated with
the 2D multiple elimination.
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6

IMPLEMENTATION AND APPLICATION ASPECTS

In this chapter, the implementation aspects of the surface-related multiple elimination method
as described in Chapter 3 will be discussed. Additionally, a strategy how to apply adaptive
multiple elimination on field data will be given.

6.1 IMPLEMENTATION ASPECTS OF SURFACE-RELATED MULTIPLE
ELIMINATION

6.1.1 Wrap around effects in the multiple elimination procedure

The theory of the surface-related multiple elimination procedure has been formulated in the
x-0 domain for monochromatic data matrices, which means that the multiple elimination pro-
cess can be carried out completely independently for all frequency components. The multiple
elimination process in its simplest form (after removing the source and receiver directivity)
has been formulated as:

Py (20 = P (20 - AP (29} + AX)(P () - A @ (P} +..,  (6.1)
with P™(zy) the matrix of the data with multiples, A(w) the surface factor containing the free

surface reflectivity and the inverse source signature, and Py (zg) the matrix with the data after
multiple elimination.
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The matrix multiplications in the x-® domain, as described by equation (6.1), correspond to
generalized 2-dimensional convolutions in the space-time domain, along the lateral and the
time coordinate. Generally, each convolution elongates the signal to the sum of the length of
the original signal and the convolution operator. As in our case the input data is used as the
convolution operator, it means that the output of each convolution operation has been length-
ened with the length of the input data.

As far as the lateral convolution is concerned, it is actually applied as a convolution in the
space domain. Therefore, no wrap around in the spatial direction is involved. In fact, by writ-

ing the convolutions as matrix multiplications this spatial wrap around is automatically
avoided.

As far as the temporal convolution is concerned it is applied as a multiplication in the fre-
quency domain and the wrap around effect will occur if the frequency sampling interval is
related to the length of the input traces. The wrap around in the time domain can be avoided by
padding zeroes in the time direction before going to the frequency domain. However, this
would mean that for eliminating N'** order multiples the trace length should be N+1 times as
long as the original length. Of course this is not an efficient way to work. For this problem two
solutions are considered.

6.1.2 Using the Laplace transform in stead of the Fourier transform

The most elegant solution is provided by Rosenbaum (1974) and reviewed by Thybo (1989).
They suggest to taper the data in the time direction with an exponential taper e before going
to the frequency domain. In this way implicitly a complex frequency axis ®-jq is introduced.
The combination of this taper and a Fourier transform results effectively in a Laplace trans-
form. With this taper applied to the data, matrix multiplications still describe the correct con-
volutions, because data in the Laplace domain has the same convolutional properties as in the
Fourier domain. The advantage of such a tapering is that the signal for larger time values is
suppressed and that the corresponding wrapped events after convolutions are very small in
amplitude, and can be neglected. After the multiple elimination process has been applied the
exponential taper is removed from the data.

Using tapering, the total procedure for multiple elimination is as follows:
1. Apply an exponential taper to all traces of the data in the time domain.
2. Apply a forward Fourier transform to the frequency domain for each trace.
3. Construct monochromatic data matrices as described in Appendix A, yielding P (zo).

4. Perform a matrix multiplication and subtraction step recursively for each order of
multiples to be eliminated:
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P, (zo) =P7(zp) [ 1- A(0-jQ)P; (7)) ] i=1,2,...... (6.2)

The result of this recursive application is identical to equation (6.1), starting the
recursion with Py (zy)=0.

5. Apply an inverse Fourier transform to the resulting data matrices (w->t), and reorder
to shot records.

6. Apply an inverse exponential taper on the traces.

For a good suppresion of the wrapped events, q is to be chosen as large as possible. On the
other hand, there is a limit given by the computational noise. We recommend g=1.

6.1.3 Using padded zeroes in the time domain

We have also investigated an alternative by padding zeroes on the input traces to twice the sig-
nal length before going to the frequency domain. This empty part of the trace can contain the
convolution products that would have been wrapped otherwise. However, this will only be
helpful for one convolution. Therefore, after each recursion according to equation (6.2), the
data has to be transformed to the time domain for removing the second half of the traces, and
replacing it by zeroes.

The recursive procedure in this situation is as follows:

1. Double the trace length in the time direction by padding zeroes to all traces of all shot
records.

2. Apply a forward Fourier transform to the frequency domain for each trace.

3. Construct monochromatic data matrices as described in Appendix A, yielding P; (zg),

i=12,.....

4. Perform one matrix multiplication and subtraction step, thus eliminating one order of
multiples:
P (2z0) =P (20) [ 1-A(@)P; (z9) ] i=1.2,.... (6.3)

5. Apply an inverse Fourier transform to the time domain.
6. Replace the second half of each trace by zeroes.

7. Go back to step 2 to include the next Taylor term (i — i+1).
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The procedure has been visualized in Fig. 6.1, with the numbered steps indicated. Note that
the matrix multiplication at point 4 in Fig. 6.1 is repeated for each Fourier component. For one
output matrix element the inner product of one row of the original data matrix with one col-
umn of the current matrix is involved. For each term in the Taylor series one recursion is done,
until no further improvement of the multiple elimination result is expected.

In conclusion we can say that the “padding zeroes” method gives the exact solution (no wrap
around) and that the “Laplace” method is the most efficient one, as the total multiple elimina-
tion procedure can be carried out per frequency component independently.

Additionally, as in the “Laplace” method no zeroes need to be padded, yielding less Fourier
components, this method will be at least twice as fast as the “padding zeroes” method. There-
fore, the “Laplace” method is to be preferred, unless problems with the computational noise
occur.

If the “Laplace” method cannot be used because of this computational noise problems, one
could consider an intermediate solution: pad zeroes in the time domain, but still use the expo-
nential taper, allowing a smaller factor q to be chosen.

shot records data matrices

Fig. 6.1 Apractical implementation of surface-related multiple elimination. In the time domain zeroes are
padded to the traces (step 1) and data matrices are constructed in the frequency domain (step 2 and
3). Per frequency the matrix multiplication with the original data is applied (step 4) after which the
new data matrices are combined and Fourier transformed to the time domain (step 5). In the time
domain the second half of each trace is zeroed again (step 6) and the next recursion can be carried
out, starting at step 2.
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6.2 SURFACE-RELATED MULTIPLE ELIMINATION STRATEGY

For application of the surface-related multiple elimination procedure to field data, the follow-
ing strategy has been designed:

1

2

Remove direct and surface waves.

Apply interpolation for the missing traces (in particular the near offsets). For the near
offset interpolation a reordering into CMP gathers is preferred.

Apply a 3D to 2D amplitude transformation, to satisfy the 2D geometrical divergence
as much as possible. For the square root filtering procedure (as described in section
5.5.3), this should be applied in the CMP domain. As the multiple elimination process
is applied adaptively, in many situations a simple scaling by Jt may be applied with-
out loosing quality.

Apply anti-alias filtering in the f-k domain.

Apply a correction for the receiver patterns and the receiver ghost. Also apply a cor-
rection for the source directivity. Optionally apply wavelet deconvolution to
pre-shorten the wavelet.

Construct data matrices from the pre-processed shot records for a desired frequency
range of the multiples.

Generate Taylor terms for a number of shot records along the line, to do the source
wavelet analysis on. For example, once every 25 shot records. If the estimated wave-
let along the line for these shot records does not vary much, it means that we can be
rather confident in the result. However, if there are considerable wavelet variations
along the line, which cannot be assigned to source variations, the data may be suffer-
ing from out of plane multiples. The application of the multiple elimination process
will be questionable in that situation.

The actual estimation of the wavelet can be best applied in two stages:

*  Apply a multi-trial optimization for only 2 parameters: a global amplitude and a
global time shift. This process solves the local minima problem and yields the
position and strength of the main peak in the wavelet. Fix these values for further
optimization.

*  Apply optimization for all frequencies for the residual wavelet (after removing
the time shift and amplitude scaling found in the previous step). The optimization
can be done by starting with a band-limited zero phase wavelet, or with an initial
estimate of the wavelet (when available).
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8 If the results for the few shot records in the previous step are satisfactory, apply the
adaptive multiple elimination process to all shot records. The wavelet is not esti-
mated, but used in this stage. Note that not the wavelet itself but the inverse of the
wavelet (i.e. a deconvolution filter) is used in the multiple elimination process.

It is important to realize that the estimated inverse wavelet (or deconvolution filter) has been
applied only to the multiple prediction terms, not to the seismic data itself. Hence, the output
data will contain exactly the same wavelet as the input data. However, if desired, a separate
deconvolution of the data with the estimated deconvolution filter will transform the seismic
data into a true amplitude impulse response. Next, the deconvolved data can be used as input
for a pre-stack inversion procedure, estimating the reflectivity of the subsurface in a true
amplitude sense.
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FIELD DATA EXAMPLES

In this chapter the full surface-related multiple elimination procedure is demonstrated on two
marine field data examples, using the strategy discussed in the previous chapter.

7.1 MARINE DATA EXAMPLE 1

From a seismic line 201 shot records were used each consisting of 96 receivers with 25 m
receiver and shot spacing. The nearest offset is 80 m, so about 3 traces are missing (including
the zero offset trace). The area where the acquisition has been done is known for its tough
multiple problem. The subbottom velocities are increasing slowly with depth, which makes it
very difficult for move-out based methods to do a proper multiple elimination job. The water
bottom depth is rather shallow, about 70 m. This makes that the smallest surface-related multi-
ple periodicity is less than 100 ms. With a relatively strong sea bottom and several strong sub--
bottom reflectors, a lot of surface-related multiple energy is present in the data, obscuring
weaker primary reflections. The water bottom depth of 70 m is still sufficient to use the regular
version of the surface-related multiple elimination method. For water layers shallower than
about 50 m the thin layer version is preferred.

The first raw shot record of this line is shown in Fig. 7.1a. Apart from the (not shown) missing
near offsets, 2 intermediate traces are missing. All shot records have the same missing trace
pattern. The large amplitudes at the right hand side of the shot record are the post-critical
water layer multiples and reverberations.
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The following pre-processing has been applied on the data:

- For the estimation of the missing near offset traces, NMO correction on the data has
been applied, followed by the spline near offset interpolation, as described in Chapter
S. Also the intermediate missing offsets have been interpolated in the NMO corrected
data, using a linear interpolation between the two nearest traces.

- To avoid aliasing in the multiple elimination process the spatial sampling has been
transformed from 25 to 12.5 m by padding zeroes to the (NMO-corrected) shot
records in the k, -0 domain, yielding twice as many traces per shot record.

- In the k,-® domain also a window has been applied to reduce the high amplitudes of
the post-critical events.

- Finally, the direct wave has been muted in the x-t domain.

Fig. 7.1b shows the pre-processing result on the first shot record. The result of adaptive multi-
ple elimination is displayed in Fig. 7.1c. The difference before and after multiple elimination
(so the eliminated multiples only) has been plotted in Fig. 7.1d. Note that all shot records have
been displayed with the same amplitude scaling. Looking at the results of Fig. 7.1b, c and d it
can be observed that not only water layer reverberations are eliminated but also surface-re-
lated multiples due to some strong sub-bottom primary reflections; see for example at 0.4 sec-
onds (see arrow in Fig. 7.1b). They belong to the group of what we called the “remaining”
surface-related multiples in Chapter 1. Note that some primary events are remarkably well
restored from interference with multiples (see at the arrows in Fig. 7.1c). Comparing Fig. 7.1¢
and Fig. 7.1d one can conclude that most energy in the data, especially at the larger travel
times, is multiple energy!

For the sections of Fig. 7.1b, ¢ and d (shot record before and after multiple elimination and the
difference) a velocity panel has been generated. These velocity panels are displayed in Fig.
7.2a, b and c. Also from the velocity panels the enormous reduction of events going from Fig.
7.2a to b is clearly visible. Fig. 7.2b also shows that primary events are left in the data after
multiple elimination.

Fig. 7.3 gives the estimated wavelet. As the smallest periodicity of the surface-related multi-
ples is less than 100 ms, the inverse wavelet that is estimated should not have a longer dura-
tion than 100 ms.
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stacking velocity stacking velocity stacking velocity
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Fig.7.2  Velocity panels corresponding to the sections of Fig. 7.1b, c and d.
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The results of two other shot records (shot 101 and shot 151) are displayed in Fig. 7.4, with the
shot record after surface-related multiple elimination and the removed multiples being shown.
Indeed the multiple elimination process for shot record 101 and 151 has been very effective.
Note that the behavior of the multiples is rather different for these 3 records. Note also that the
multiple problem seems to be most severe for the smaller offsets.

A common offset section (at offset 200m) is extracted from the shot records before and after
multiple elimination and has been displayed in Fig. 7.5. From Fig. 7.5a, the common offset
section with multiples, and Fig. 7.5¢c, the removed multiples, it is clear that the multiple behav-
ior varies significantly from shot to shot. The multiple generating part of the subsurface (upper
part of the sections) looks rather horizontally layered. However, small variations in the struc-
ture and/or reflectivity has a large influence on the multiple behavior. This is because with
each order of multiples the influence of those variations is increased. The surface-related mul-
tiple elimination procedure is capable of following these variations perfectly as no information
about the subsurface is needed. The data itself contains all the necessary information for per-
fect multiple elimination.

The same conclusions can be drawn from the stacked section, as shown in Fig. 7.6. Even for
the stack the difference before and after multiple elimination (Fig. 7.6a and b) is large. Appar-
ently the stacking velocities of primaries and multiples are very close which results in the fact
that stacking does not lead to a considerable reduction of multiples. In the multiple free stack
(Fig. 7.6b) continuous events are restored from behind the strong multiples in the lower half of
the section, indicated with arrows. This makes interpretation a lot more easy. Note again from
Fig. 7.6c the remarkable amount of multiples that has been removed.

Although the stacked section shows a good improvement after multiple elimination, the strong
point of the surface-related multiple elimination lies in the fact that the output consists of mul-
tiple-free shot records, which allows further processing on pre-stack data.

For this data set, after resampling in both source and receiver direction, yielding a line of 401
shot records of 397 traces of each 1024 time samples, eliminating multiples up to the 10th
order took about 30 minutes CPU time per shot record on a Convex C1. No effort was made to
optimize the code for efficiency. For example, the “padding zeroes” method (see Chapter 6)
has been used for the field data examples, to prevent wrap around effects. With the “Laplace”
method being used a factor 2 in CPU time could be gained.
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7.2 MARINE DATA EXAMPLE 2

The second field data set is from the North Sea with a local water depth of almost 300 m. This
means that the water layer reverberations have a period of about 400 ms. A line of 350 shot
records has been treated, each shot record consisting of 120 traces with 25 m shot and receiver
spacing. The missing near offset is 150 m or 6 traces. The processing sequence for the surface
related multiple elimination is similar to the previous example, except the shot and receiver
resampling could be skipped, as the data could be easily anti-alias filtered. The adaptive sur-
face-related multiple elimination procedure has been applied for all shot gathers. The
pre-stack multiple elimination process itself took about 15 CPU minutes per shot gather on a
Convex CI1.
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Fig. 7.7 shows shot record 180 before and after surface-related multiple elimination and the
difference of these two, all displayed with the same scaling. To see the effect on the velocity
panel, Fig. 7.7d shows the velocity panels of the CMP-gather before and after multiple elimi-
nation, and the velocity panel of the difference (Fig. 7.7c). Clearly a reduction of multiples is
visible in Fig. 7.7, especially in the lower part of the section. Also the velocity panels show the
enormous reduction in multiple energy. The shot record with the eliminated multiples only,
Fig. 7.7c, together with the corresponding velocity panel, show that all eliminated events are
highly correlated events indeed. The arrows in Fig. 7.7b point at recovered primaries, which
can also be identified in the corresponding velocity panel.

The source signature that has been estimated is shown in Fig. 7.8, with in Fig. 7.8c the actual
estimated phase spectrum (after applying a -24 ms time shift on the wavelet) and in Fig. 7.8d
the phase spectrum after restoring this time shift. As a limited frequency band has been used
for multiple prediction only (10-60Hz) , the estimated wavelet is a band pass filtered version
of the original wavelet. As the decomposition procedure in upgoing wave fields has been omit-
ted in the processing sequence, the receiver ghost is part of the estimated wavelet. Although
the wavelet has been estimated for different source positions, no noticeable deviations have
been found.
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Fig.7.8 Estimated wavelet from the real dataset. a) Time domain representation b} Residual amplitude
spectrum c) Residual phase spectrum d) Full phase spectrum.
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Fig. 7.9 shows a common offset section (600 m offset) of the data before and after multiple
elimination, together with a plot of the difference. The reduction of multiples is clear. Note the
small synclinal structure around shot position 70, which produces a focussing of multiple
energy. Also around shot 170 a focussing of multiple energy can be observed. This is probably
due to small variations in the structure of the water bottom; it yields a remarkable variation of
multiple energy density going from left to right in the section. The surface-related multiple
elimination method can fully cope with those lateral changes.

Also the stack is shown before and after multiple elimination; the velocity analysis was done
on the data after multiple elimination. Fig. 7.9a shows the stacking result with multiples. As
expected, the removal of multiple energy is not so spectacular on the stacked sections as for
this situation the velocity differences between primary and multiple events is sufficient to
remove a significant amount of multiple energy by stacking. But still there are many multiples
that appear on the stack before multiple elimination (Fig. 7.9a) which have been nicely
removed by the surface-related multiple elimination method (Fig. 7.9b). In Fig. 7.9a some of
these events and areas have been pointed at by arrows. As a matter of fact, these are the multi-
ples that have small move-out differences with the primaries and belong to the category
“remaining surface-related multiples”. To judge the value of the stack after multiple elimina-
tion the difference plot of the stacked section before and after surface-related multiple elimi-
nation is shown in Fig. 7.9c. The difference plot shows correlated events, especially in the
lower part of the section. In the target zone, which is between 2200 and 2400 ms, a stacked
multiple at 2300 ms is visible at the left side of Fig. 7.9¢ (see the arrow); it is masking the pri-
mary reflection that occurs at the same time in Fig. 7.9b. Note again the band of focussed mul-
tiples under the small synclinal structure around CMP positions 70 and 170 in Fig. 7.9¢.

As a last remark it should be mentioned that the improvement of pre-stack data (restoring the
primaries over the full offset range, see Fig. 7.7) is more interesting than the improvement of
the stack.
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8

SURFACE-RELATED MULTIPLE ELIMINATION,
A CMP VERSION

In this chapter an efficient version of the surface-related multiple elimination process is dis-
cussed, which acts on individual CMP-gathers. With this version the assumption of a (locally)
1D medium is made and each CMP gather is considered as the shot record of a true 1D
medium. For a true 1D medium all shot records are equal, and multiple elimination can be car-
ried out in the wave number or ray parameter domain as simple multiplications in stead of
matrix multiplications. This speeds up the calculations considerably.

8.1 CMP-ORIENTED MULTIPLE ELIMINATION IN SLOWLY VARYING MEDIA

As the shot record-oriented multiple elimination process is rather time consuming, the method
may be considered as a special processing tool (like pre-stack migration) rather than a stan-
dard processing tool at this moment. Therefore, it is interesting to have an efficient alternative,
which can also be used as a standard processing tool, sacrificing some accuracy in the result
compared to the full shot-record-oriented version.

To achieve this the following suggestion is made:

— Reorder the seismic data into CMP-gathers (which is always done in standard pro-
cessing practice).
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— Consider each CMP gather as a shot record and apply 1D multiple elimination per
“shot record”, using the benefits of going to the k,-® or p-® domain where spatial
convolutions (matrix multiplications) reduce to scalar multiplications.

The underlying principle is the fact that for a 1D subsurface model all shot records are equal.
In this situation the multiple elimination can be carried out by transforming this one shot
record to the k.- or the p-@ domain.

Multiple elimination in the x-® domain has been described by:
Py (z0) = P(z9) - A@) [P (z9)}2 + AA@) (P (z))> - A @) (P~ (2} + .., (8.1)

with the surface factor A(w)=r,S ().
If the medium is 1D, yielding identical shot records at each position, the procedure can be car-
ried out in the k,- domain in the following way:

Py (ko i20) = P (ke izg) - A@)( P (Kputizg)} 2 +
AZ() (P (k0;z9))3 - AA@){ Pk 520)}* + ..., (8.2)

with l-’_(kx,co;zo) the monochromatic shot record under consideration as a function of the hori-
zontal wave number k,, i.e. one column of the data matrix P~ (z,) after a spatial Fourier trans-
form. The matrix multiplications in equation (8.1) have been replaced by scalar
multiplications in equation (8.2). A similar expression for the p-w domain can be given, but at
this moment we will focus on the application in the k,- domain. In fact Koster (1991) uses a
non-adaptive surface-related multiple elimination version in the p-w domain for his pre-stack
inversion of CMP-gathers.

As in practice the subsurface is never totally 1D the assumption that all shot records are equal
does not hold. However, by considering CMP-gathers as shot records, the 1D assumption is
better satisfied and the multiple elimination process may still produce good results if the
medium (and especially the upper part which generates the multiples) is laterally slowly vary-
ing. Applying the method on individual CMP-gathers has two advantages:

— Calculations can be carried out by scalar multiplication in the k,-® domain in stead of
matrix multiplications in the x-w domain, which speeds up the processing time con-
siderably (a factor of 10 can be gained).

— The processing can be done per individual CMP-gather , which saves a lot of com-
puter memory and 10, compared to surface-related multiple elimination on shot
records simultaneously, where for each multiple elimination step (elimination of one
order of multiples) all data matrices have to be collected.

As standard processing is done on CMP-gathers anyway, the reordering from shot
records to monochromatic data matrices can be omitted.
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8.2 SIMULATED DATA EXAMPLE

To see whether the CMP approach is acceptable a data set has been simulated for the subsur-
face model of Fig. 8.1. In this subsurface model the maximum dip of the reflectors is 5°, with
a small synclinal structure (10 m depth, with also a maximum of 5° dip) and, from 1000 m
onwards, with more globally dipping interfaces. As the model is rather shallow, the aperture of
the simulated seismic data is large enough to see the influence of the inhomogeneities on the
data. The amount of 101 shot records were simulated with a Kirchhoff extrapolation algo-
rithm. The shot positions were located from 0 to 2000 m with steps of 20 m. Each shot record
contains 101 traces in a split spread configuration with offsets from -1000 to 1000 m relative
to the source position. On this dataset full 2D adaptive surface-related multiple elimination has
been applied first. Fig. 8.2 shows the original source signature (solid line) and the estimated
signature (dashed line). The source signature has been well estimated, within the frequency
band of optimization from 10 to 30 Hz, especially the phase spectrum has been recovered
almost perfectly. Note that the zero phase property of the source function has not been used in
the optimization as a constraint.

If the zero offset section is extracted from the shot records before and after multiple elimina-
tion clearly a perfect removal of the surface multiples can be observed, leaving the three pri-
maries (Fig. 8.3). The steeply dipping events crossing the data from the edges to the middle
are edge effects from the multiple elimination, because of the finite number of shot records.
This could have been prevented by applying a taper on the largest offsets.

The next step is to reorder the original shot records into CMP-gathers and apply the adaptive
multiple elimination method on each CMP-gather separately, assuming that they are shot
records over a 1D medium. There are twice as much CMP-gathers (202) as shot records with a
twice as sparse trace sampling. To prevent spatial aliasing effects during multiple elimination,
the CMP-gathers have been merged two by two, creating 101 CMP-gathers with the same
trace spacing as in the shot gathers.

X moving spread
¢ >
r_’ 0 ]

z 200
-400 ]
. e
-800

1 I |
-1000 0 1000 2000 3000

Fig. 8.1 Subsurface model with maximum 5° local dip.
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From these CMP-gathers before and after CMP-oriented multiple elimination the zero offset
traces have been selected (Fig. 8.4). Note that the zero offset section with multiples (Fig. 8.4a)
is identical to Fig. 8.3a. The multiple elimination result is surprisingly good. In the global dip-
ping region at the right hand side of the model, the multiples have been well suppressed.
Below the small synclinal structure, the result is less good, because the subsurface variations
are too fast there. So the local dip is not the only restriction, but also how fast the local dip
changes. For laterally slowly varying media, the CMP-oriented method is a very good alterna-
tive for media with about 5 degree maximum dip. The effectiveness of the CMP-oriented mul-
tiple elimination can also be observed in the plot of the amplitude and phase spectra of the
inverse source function, on the top of Fig. 8.4. The first estimated inverse source function (at
offset 0 m) is the correct one, as the subsurface model is horizontally layered in that region.
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Going from the low to th h CMP positions, a sudden decrease in amplitude and a deforma-
tion f h ph pectrum occurs arou d ynclinal structure at 800 m offset. Here the
CMP-oriented multiple elimination cannot succeed to find o ource function that can
remove the multiples completely. Note that the estimat d mu 1 pl are wei ghted with the
inverse source fun bcgpartf()S mall of the estimated inverse source
function in the CMP nted method indicates that the umpuon is severcly violated.
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Fig. 8.5 a) Shot record with source locat =200 m before (left side) and af ht side) shot
record-oriented multiple elimination b) CMP-gather at the same posit bef (left side) and after
(right side) CMP-oriented multiple elimination.
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Above the syncline the CMP-oriented method encounters some problems (Fig. 8.6), as the
multiples cannot be correctly predicted by the primaries. In the slowly dipping region (Fig.
8.7) both methods produce good results (except again the edge effects for the shot recor-
d-oriented method due to low coverage at the right hand side). The CMP-oriented method
especially works well on the small offsets. For the larger offsets, where the influence of the
dppgtru ure becomes larger. mlpl gy s left. Fortun ly thlarg offset there
other methods (e.g. f-k filtering) that can easily remove thes
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Fig. 8.7 a) Shot record with source located at x=1600 m before (left side) and after (right side) shot
record: orienred multiple elimination b) CMP-gather at the same position before (left side) and gfter
(right side) CMP-oriented multiple elimination. The arrow points at an edge effect due to limited
aperture.
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The arrow in Fig. 8.7b points at an edge effect due to the limited aperture of the data (see the
discussion on missing far offsets in Chapter 5). In this example this effect is large as the pri-
mary has a large amplitude at the large offsets (see Fig. 8.7b at the right around 700 ms).

8.3 FIELD DATA EXAMPLE

On the second marine data example, as discussed in section 7.2, also the adaptive CMP-ori-
ented multiple elimination method has been applied for the first 150 CMP-gathers in the sec-
tion. As the medium is not completely one-dimensional and especially the multiple energy
varies with the source position, this data serves as an interesting test case for the CMP-ori-
ented multiple elimination procedure.

Fig. 8.8 shows the result for CMP-gather 41, with in Fig. 8.8a the original CMP-gather with
multiples, in Fig. 8.8b the CMP-gather after CMP-oriented surface-related multiple elimina-
tion. For comparison the same CMP-gather extracted from the shot records after full shot
record-oriented surface-related multiple elimination has been displayed in Fig. 8.8c. With the
CMP-oriented multiple elimination process a lot of multiples have been removed indeed. The
result is comparable to the full shot record-oriented process. However, small differences
between the CMP-oriented result and the full shot record-oriented result can be observed. This
can be expected, as discrepancies due to the non-one dimensionality of the medium become
more noticeable for larger offsets. Consequently, a trade-off is found in the CMP-oriented
application, with the total multiple reduction being a little less than the full shot recor-
d-oriented result. This can also be observed in the difference plot in Fig. 8.8d, showing the dif-
ference between the CMP-oriented result (Fig. 8.8b) and the full shot record-oriented result
(Fig. 8.8c). These differences, however, are smaller than the amount of removed multiples, as
can be seen by comparing Fig. 8.8d with Fig. 8.8e.

The application of the CMP-oriented multiple elimination procedure (without the estimation
process) took about 2.5 CPU minutes per CMP-gather on the Convex Cl1, instead of the 15
minutes per shot record in the full shot record-oriented version. However, no effort has been
put in optimizing the code for the CMP-oriented version. After optimization we expect the
CMP-oriented version to be at least 10 times as fast as the full shot record-oriented version.

From all CMP-gathers before and after CMP-oriented surface-related multiple elimination a
common offset section (for 600 m offset) has been extracted. Fig. 8.9a shows the common off-
set section with multiples, Fig. 8.9b shows the common offset section after the CMP-oriented
surface-related multiple elimination. For comparison the common offset section extracted
from the shot records after the full shot record-oriented surface-related multiple elimination
process is displayed in Fig. 8.9c. It shows that with the CMP-oriented method a large amount
of multiple energy can be suppressed. For example, the band of multiples at the left side in
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Fig. 8.9a for the first 40 shot numbers is very well suppressed in Fig. 8.9b. However, for CMP
gathers around shot number 70, where the small synclinal structure produces relatively strong
multiples, the CMP-oriented method is not able to make a proper multiple prediction in the
CMP domain. As expected, the full shot record-oriented method could remove these multiples
very well (Fig. 8.9c). The same is true for the range of shot number 130 to 150.

Fig. 8.9d shows the difference between the CMP-oriented result (Fig. 8.10b) and the original
common offset section (Fig. 8.9a). Fig. 8.10e shows the difference between the original data
and the full shot record-oreirented result. Finally, Fig. 8.9f shows the difference between the
CMP-oriented result (Fig. 8.9b) and the full shot record-oriented resuit (Fig. 8.9c). These dif-
ference plots show that the CMP-oriented method is partly effective, although especially in the
upper part multiples are well suppressed.
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Fig. 8.11 Estimated inverse wavele! as a function of the shot number (or CMP-gather).
a) Amplitude spectrum b) Phase spectrum.

After the CMP-oriented multiple elimination, the CMP-gathers have been stacked. In Fig.
8.10 three stacks are compared, of which 2 have already been showed in section 7.2. Fig.
8.10a shows the stack of the CMP-gathers without any multiple attenuation applied (although
stacking itself reduces the multiples as well). In Fig. 8.10b the result of the CMP-oriented
multiple elimination is displayed. It shows a very good agreement of the full shot recor-
d-oriented result, as shown in Fig. 8.10c. Fig. 8.10d shows the difference between the CMP-o-
riented result (Fig. 8.10b) and the full shot record-oriented result (Fig. 8.10c), which shows
especially considerable residues in the indicated areas. As expected, differences between the
stacks of the CMP-oriented results and the full shot record-oriented results of the multiple
elimination process can be found especially around shot number 70 (see the arrows in Fig.
8.10). For a further comparison Fig. 8.10d shows the difference of the input data (Fig. 8.10a)
and the CMP-oriented result (Fig. 8.10b). In Fig. 8.10e the difference between the input (Fig.
8.10a) and the full shot record oriented result (Fig. 8.10c) is displayed. Finally, Fig. 8.10f
shows the difference between the CMP-oriented and the shot record-oriented result. As
expected, the full shot record-oriented approach yields clearly the best results and is recom-
mended for most practical applications.

The multiple elimination procedure has been applied adaptively per CMP-gather, yielding an
estimated inverse wavelet for each CMP-gather. From these estimated inverse wavelets, the
performance of the CMP-oriented multiple elimination can be controlled. Fig. 8.11 shows the
estimated inverse wavelet per CMP-gather, both in an amplitude as well as a phase representa-
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tion. In areas where the 1D approximation is not acceptable, the amplitude of the estimated
inverse wavelet will become smaller, and the phase spectrum will show deviations. In fact
both the amplitude and phase are varying for all CMP-gathers, indicating that the medium is
not 1D. However, there are some ranges where especially the phase spectrum shows larger
deviations. These deviations occur around shot number 30, around shot number 70 (where the
synclinal structure is positioned), at shot number 100 and at the last 20 shot numbers
(130-150). In the common offset sections in Fig. 8.10, these four areas (indicated with arrows
in Fig. 8.10b) show that the multiple suppression with the CMP-oriented method does not
yield as good results as the full shot record-oriented result in Fig. 8.10c.

The conclusion drawn from this example is that for an approximately 1D multiple generating
layer system the CMP-oriented method is a good alternative, when full shot record-oriented
surface-related multiple elimination is considered to be too expensive. However, local subsur-
face variations can disturb the result noticeably. The estimated inverse source signatures pro-
vide a measure to control the quality of the output from the CMP-oriented surface-related
multiple elimination process. One could decide to apply the shot record oriented approach
only in those areas were the CMP-oriented process shows via the estimated wavelet that the
1D approach is not acceptable.

The discrepancies that arise in the predicted multiples in areas where the 1D assumption is not
valid might be overcome by introducing more parameters in the adaptive multiple elimination
process, e.g. offset and time dependent weighting factors. With these extra parameters, a better
adaptation of the predicted multiples to the true multiples can be achieved. However, some
reservation has to be taken into account when introducing more parameters, as the primaries
should not be affected by wrongly predicted multiples. It may be best to apply the CMP-ori-
ented method in the p-w domain, in stead of the k- domain, as each p-value corresponds to a
certain angle in the data, independent of frequency. In that way, angle-dependent parameters
can be easily introduced.




9

CONCLUSIONS AND DISCUSSION

In this chapter the main conclusions related to the theoretical and practical aspects of sur-
face-related multiple elimination will be drawn. Next, it is argued that surface-related multiple
elimination may start a new direction in seismic processing that involves inversion of multiple
energy.

9.1 CONCLUSIONS

In this thesis we have investigated a surface-related multiple elimination method, which is
applied as an inversion process to the seismic data. It has the following features:

— No information about the subsurface is needed, as the method uses the data itself as a
multiple prediction operator. The seismic data implicitly contains all information of
the subsurface that is needed to do a correct multiple prediction. Therefore, no
assumption about the subsurface is made.

As expected, for the 2D application out of plane multiples cannot be properly han-
dled.

— The theory of the surface-related multiple elimination method can be derived for both
the acoustic (marine data) as well as the elastic (land data) situation. In the latter case
all surface-related multiples and conversions can be removed, provided multi-compo-
nent data is available. For single-component land data, only the P-waves can be con-
sidered and all S-waves are ignored.
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— Information of all parameters ar the surface should be known, being the free surface
reflectivity and the source and receiver characteristics. Using this information, the fol-
lowing pre-processing step is applied:

* Removal of direct waves, surface waves and correlated noise events.
* Removal of source and receiver characteristics.

* Interpolation of missing traces

* Spatial filtering to remove aliased data.

* Amplitude scaling to 2D geometrical spreading (2D application).

The output of the pre-processing step defines the actual multiple prediction operator.

By applying the multiple prediction operator in an adaptive sense, the inverse source
signature can be estimated. This means that multiple information is used to separate
the source signature information from reflection information. The estimated inverse
source signature can be optionally used to scale and deconvolve the multiple free data
into a true amplitude impulse response.

The method works on shot records. Therefore, application is time consuming, compa-
rable with pre-stack redatuming methods.

The surface-related multiple elimination process yields very good results on both
simulated and field data. Primary energy can be recovered from severe interference
with multiples. Especially in the lower part of the seismic sections, where the
pre-stack energy of the surface-related multiples is often larger than the pre-stack
energy of the primaries, results are excellent.

As the number of parameters in surface-related multiple elimination is small, the user
can be confident that the removed events are multiples indeed. This feature can be
checked by the stationarity of the estimated source signature along the line. Non-sta-
tionary source functions, which cannot be explained by the actual acquisition, indi-
cate problems due to out of plane effects or incorrect pre-processing.

— An efficient version of surface-related multiple elimination treats individual
CMP-gathers in the k,-o or p-& domain. For subsurfaces with small lateral variations
in at least the multiple generating upper part, acceptable results can be achieved with
an approximately 10 times faster scheme.
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In summary, we may conclude that:

a) No subsurface information is needed to apply surface-related multiple elimination.
Therefore the method can give excellent results in those areas were other methods
fail, e.g. in areas with hardly any velocity discrimination between primaries and mul-
tiples, or in areas with complex subsurface structures.

b) It is possible to restore primaries that are masked by severe interference with multi-
ples, especially in the deeper part of the section.

¢) The source signature can be estimated together with the scaling factor in the data. No
assumption about the property of the phase spectrum is required.

d) Computation time is significant, comparable to pre-stack redatuming.

9.2 DISCUSSION

9.2.1 Application on land data

So far, the surface-related multiple elimination procedure has been successfully applied to
marine field data. No effort has yet been put on processing land field data. The theory for mul-
ti-component land data has been derived and tests on simulated data yield excellent results.
However, application of the multiple elimination process on a land field data set requires the
following extra attention:

— Strong surface waves may interfere with the subsurface reflections. Effective removal
of the surface waves without distorting the reflections is essential.

— The source and receiver properties, including varying coupling effects, can be com-
plex and should be taken into account.

— The influence of the weathered layer on the surface reflectivity is not yet fully under-
stood.

Therefore, good pre-processing of land data is a pre-requisite for the success of the surface-re-
lated multiple elimination process. It is envisaged to include more parameters to the adaptive
multiple elimination process, to correct for balancing and coupling problems. Note, however,
that all requirements for successful surface-related multiple elimination are also requirements
of high quality migration and/or inversion results.
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9.2.2 Inversion of the multiple response, a new direction in seismic processing

In the field data examples most seismic energy consists of surface-related multiple energy
(especially in the lower part of the section). The multiple response contains an abundant
amount of propagation and reflection information of the subsurface, especially from the upper
(multiple generating) part. For example, information of the first reflector (the sea bottom in
marine data) is present in the multiple response many times, allowing an accurate determina-
tion of its position and refiectivity properties. Therefore, our work on surface-related multiple
elimination has generated a new project that will use the “multiple section” for the extraction
of subsurface information. This means that parallel to migration/inversion of the multiple free
data, another migration/inversion path is added in the processing sequence, which uses the
multiple response to contribute to the final subsurface image as well. The proposed processing
scheme is shown in Fig. 9.1. The contribution of the multiple response to the final subsurface
image can be accomplished by imaging along multiple paths, in stead of along primary paths
only. One of the exiting aspects of multiple imaging is that in cases with a bad signal to noise
ratio “multiple imaging” may be more promising than “primary imaging”. In Chapter 5 it has
been shown that the predicted multiples contain far less noise than the original data.

seismic shot records

multiple elimination I

( primary response ’

migration/inversion | migration/inversion I
( subsurface imagc)

Fig. 9.1 The muitiple response, which has been removed from the total response by surface-related multiple
elimination, can be separately included in the data processing sequence to get an improved image of
the subsurface.

multiple response
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9.2.3 Surface-related multiple elimination in 3D

In Chapter 5 it has been mentioned that a full 3D application of the surface-related multiple
elimination procedure is not feasible at the moment due to the following two reasons:

- Full 3D surface-related multiple elimination would take an enormous amount of com-
putation time, which is not practical at this moment.

- Full 3D multiple elimination requires 3D acquisition with a source at each grid point
at the surface. At this moment, 3D acquisition is done with a more sparse source and
receiver distribution at the surface.

The first problem will be overcome in the coming years when massive parallel MIMD com-
puters become a practical preposition.

The second problem is not easily overcome. Seismic 3D acquisition with a dense source and
receiver grid in both the x- and y-direction is economically not attractive. However, in special
applications, such as monitoring of existing hydrocarbon fields, this way of data acquisition
may be required to obtain the desired image quality.

9.24 Efficiency arguments

So far the surface-related multiple elimination procedure has been described as the exact solu-
tion of the multiple problem. The CMP-variant has been introduced as a way to make the
method more efficient, but taking the risk of having a less good result.

Of course there can be other ways to make the procedure more efficient, without losing too
much accuracy on the result.

An interesting suggestion may be to take only one or a few Taylor terms into account. The sec-
ond Taylor term gives a correct prediction of the first order surface multiples, and an approxi-
mate prediction of higher order multiples (wrong amplitudes). The higher order Taylor terms
are needed to bring each multiple back to the correct amplitude. If only the second Taylor term
is used, in combination with a time and/or offset dependent scaling function, an attractive
compromise may be found. In the two marine data examples described in Chapter 7 we have
used about 6 or 7 terms in the multiple elimination procedure. If only the second term already
yields satisfactory multiple elimination results a factor 5 in calculation time can be gained!

One could also think of taking only a small time window of the original data, which is used as
operator to predict the multiples, if for example the water bottom multiples and reverberations
are giving the most trouble in the data. In that situation the surface-related multiple elimina-
tion process is similar to the wave field based multiple prediction and subtraction technique, as
described in section 1.2.3. However, in stead of using the depth and the contrast of the water
bottom a windowed version of the true water bottom primary is used (thus the data itself). In
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this case only the second Taylor term is needed, together with an appropriate scaling function
to match the predicted multiples with the true multiples.

In practice, the total process should be applied adaptively for only a few shot records first. For
this small amount of shot records some tests can be done to see how many terms of the Taylor
series are needed. Also the source wavelet will be estimated for this range of shot records. If
the user is satisfied with the results for those shot records, the multiple elimination process can
be run for all shot records in a “hands off”” mode.




APPENDIX A

MATRIX NOTATION

A.1 MATRIX NOTATION FOR SINGLE-COMPONENT DATA

A.1.1 Introduction

In this appendix the matrix notation, as has been introduced by Berkhout (1982), will be
explained. The matrix notation originates from the fact that seismic measurements are discrete
in both the time and the space direction. Therefore all wave theory based operations on seis-
mic data are practically applied as discrete summations in stead of continuous integral opera-
tions. Applying an operator on a wave field means doing matrix-vector multiplications, which
describe generalized lateral convolutions. Nice features of this matrix notation are its simplic-
ity for the description of wave propagation and reflection and the close relation of this notation
with the actual implementation in a computer algorithm.

shot 1 shot i shot N

Fig.A.1 Seismic acquisition with N shot records with N detectors in a fixed spread configuration.
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A.1.2 From shot records to data matrices

Let us consider a single-component seismic dataset consisting of N shot records in a fixed
spread configuration with N detectors (see Fig. A.1). Suppose that each detector position also
acts as source position once. This dataset is called p(x,x,,t;zo), with x, denoting the detector
coordinate and x, the source coordinate, t standing for time and z, indicating the depth level to
which this response is related. All these variables are discrete, in fact we measure the numbers
Pig=P(iAx,jAx, kAt;zg) with i, j, k integers and Ax,, Ax, and At the sample interval of the
receiver and source coordinate and the time axis respectively.

For each of these N shot records the N seismic traces are Fourier transformed from time to fre-
quency with a discrete Fourier transform, yielding P(iAx,jAx,kA®) with Aw denoting the
temporal frequency interval. For each Fourier component ay=kA® there are N? (complex)
numbers, which describe the total seismic experiment for that independent frequency. These
numbers P(iAx,jAx ;m=wy) are stored into a matrix, called P(zg). The variable z, indicates the
depth level z=z; to which this matrix is related. Each time a matrix is used, such as P(z), it is
implicitly assumed that we have such a matrix for each frequency component.

Fig. A.2 shows how the matrix is constructed from the seismic shot records. Each column of
the data matrix corresponds to one Fourier component of one shot record.

Fig. A.3 shows how the measured wave fields are arranged in this matrix. Each column con-
sists of a vector P(zy) containing a discretized wave field corresponding to one Fourier com-
ponent of one shot record.

Note that the matrix notation is a multi-experiment notation with in each column the common
source gathers and in each row the common receiver gathers. The diagonals contain common
offset data with the zero offset data on the main diagonal and the anti-diagonals contain com-
mon midpoint data, as shown in Fig. A 4.

Fourier transform reordering oueg;ﬁ?enrgcgataf :: ”

Fig.A.2 Constructing monochromatic data matrices from seismic shot records.
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r‘» Xs
P(Ax,Axg;00)

b PQAx, Axgmy) -
P(z,) = P(iAX,AXg;0) *
P(NAX,,AX,;(Dk) *

P(AXjAxgwy) ¢ P(AX NAxgwy)
PQ2AX,jAxg0y) »  « P(2Ax,NAxm,)
P(iAx,jAxg o) ¢ P(AX,NAxgwy)

P(NAX,jAXgmy) = * P(NAxpNAxs;u&

Fig.A.3 Matrix containing the prestack seismic data for one frequency component W=

In the description of the matrix notation the seismic acquisition was assumed to be done with
N shot records of N traces in a fixed spread configuration. This acquisition gives a completely
filled data matrix. However, for true seismic acquisition the configuration is generally differ-
ent. For marine data a moving end of spread configuration is used, giving a matrix filling as
shown in Fig. A.5a. With the reciprocity theorem (interchanging source and receiver) the other
half of the matrix can be filled by mirroring the data in the main diagonal. However, the near
offsets will remain unfilled. For land data (Fig. A.5b) also a moving spread is used in most sit-
uations, although the acquisition may be done split spread. In that case the reciprocity does not
need to be applied. Also in land data, the near offsets are not measured in most applications, as
they suffer from distorted input signals (being close to the source) or a lot of surface wave

energy and other “noise”.

Xs

_common midpoint gather

N

S,

/ dmame.common receiver gather

/

‘&\ common offset gather

common shot gather

zero offset gather

Fig. A4 Different cross sections in a data matrix yield different seismic gathers for one Fourier component.



202 APPENDIX A: MATRIX NOTATION

4— original data

Sing near offsets

a) T \ missing near offsets b)
data after reciprocity

Fig. A.5 a) Moving end of spread configuration, which is typical for 2D marine acquisition. The other half of
the data can be acquired using reciprocity. b) Moving split spread data, which is often used for land
acquisition,

Note that reciprocity only applies if the source and receiver characteristics are equal. This
assumption is normally not valid, using source and/or receiver arrays. Only after removing the
source and receiver directivity effects, the reciprocity may be used.

A.1.3 Matrix multiplication and spatial convolution

If a wave field propagates through a part of the medium or interacts with inhomogeneities, this
can be described by a spatial convolution of the wave field with an operator, as shown by
Berkhout (1982). For the 2D situation, such an operation can be written with an integral like:

Pt (xpz50) = I WH 4,2, %0230) PT(xy,2;50) dxg A1)

with P+(xk,zi;m) the (downgoing) wave field along depth level z=z; W+(x AZjpXe,Zi;0) the
operator that describes a derivative of a Green’s function from a point x, at depth level z to the
output point x, at depth level z;.

For example, equation (A.1) may describe a propagation from the wave field from a certain
depth level to a point A (see Fig. A.6.). In this specific situation the operator W*(xA,zj,xk,zi;w)
describes the propagation from depth level z; to depth level z;, and equation (A.1) represents
the Rayleigh 11 integral.
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Fig.A.6  Propagation from depth level z; to a point A at depth level zj.

If the wave field at z; has been discretized, the integral equation (A.1) modifies into a discrete
summation in the space-frequency domain.

Prxazio) = Y, WH(xazkx,2;0) PH(kAx,2;0) Ax . (A2)
k
In equation (A.2) P+(xk,zi;0)) is the discretized wave field on which the discretized operator
W"'(xA,zj,xk,zi;co) is applied, yielding an output wave field in point A of P+(x AZj0).
If P(z)=P*(kAx,2;00), Wy (z;,z) =W'(1Ax,2;,kAx,2;00) and Py(z)=P*(1Ax,2;0), this summa-
tion may be written as:

P(z) = X Wy(2,2) Pu(2) . (A.3)

This can be rewritten as a matrix-vector multiplication (omitting the depth level annotation for
the operator matrix elements):

P (z) Wi Wip - Win||P1(2)

P, (z) War W oo Won| [P, (2)
=1 . .o . (A4

Py (z) Wni Wne Wi PN .(Zi)
or,
PYz) =W'(z,2) P*). (A.5)

For a multi-experiment description, the input and output vectors are combined into matrices,
and equation (A.5) transforms into the matrix equation:

P*z) = WHz2) P*(z) . (A.6)
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The matrix multiplication of the operator matrix W+(zj,zi) with the data matrix P+(zi)
describes a discretized multi-experiment generalized spatial convolution along the x-axis,
which can be split into independent matrix-vector multiplications for each (independent) shot
record experiment (each vector of the data matrix P+(zi))‘

Note that if the operator is position ilidependent (for a horizontally homogeneous medium) all
columns in the operator matrix W+(z,~,zi) are equal (with respect to the diagonal position), i.e.
the matrix has a Toeplitz structure. The convolution operator is laterally invariant and the
matrix-vector multiplications can be applied in the k,-@ domain as scalar multiplications. To
do this one column of the operator matrix should be Fourier transformed to the wave number
domain and can be multiplied with the Fourier transforms of the data vectors:

PYk,iz,0) = Wikz,z,0) PF(k,z,0), (A7)

with 15+(k,;zj,m) the spatial Fourier transform of the corresponding column of the output
matrix.

Also reflection and transmission at inhomogeneities in the subsurface can be written as matrix
multiplications. For example, if a reflection takes place at depth level z;, the downgoing (mul-
ti-experiment) wave field P+(zi) and the reflected upgoing (multi-experiment) wave field

P (z;) are related in the following way:
P z)=R'@) P'@, : (A8)

with R+(zi) describing the reflectivity at depth level z,. Each column of the matrix R+(zi) cor-
responds to one lateral position, as shown in Fig. A.7. If a dipping structure is crossing the
depth level of interest, the reflectivity operator will have only non-zero columns around the
lateral position where the crossing takes place. Note that the diagonal of the reflectivity matrix
R+(zi), after summation for all frequencies, is the same as the result of “conventional”
pre-stack depth migration for depth level z;,

I—V Xy
Zi2 x, I ‘
RY@)
.

I
: %;““llu

Ziy2

I
AL

Fig.A.7 The reflectivity matrix related to a certain depth level contains the local reflectivity operator for
each lateral position along the depth level.
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A.2 MATRIX NOTATION FOR MULTI-COMPONENT DATA

In the case of multi-component data the matrix notation is extended to contain all multi-com-
ponent shot records in one matrix. For the 2D situation with two components there are four
possible shot records. Suppose we have a description in terms of P and S waves, than the mul-
ti-component data matrix is defined as:

P= {P"“’ P“’"’} , (A.9)

P\V‘P P‘i"l’

with each submatrix P,,, with a,b=¢ or v, defined as a normal data matrix, containing the
received a wave field due to b source wave fields. This multi-component matrix is also shown
in Fig. A.8.

With this multi-component data matrix definition, matrix multiplications describe muiti-com-
ponent data operations, including the conversion. To show this, we consider the elastic reflec-
tion of a downgoing multi-component wave field, described by:

P (z) =R*z) P*(@) (A.10)

with the multi-component reflectivity matrix defined as (omitting the depth level annotation in
the submatrices)

205000500000 000
200000000000 00000
(I Y XY

gy

9090805000000 0008
900000 BPOISGSIISEIOIRIOS
0800000000000 000
0000000000000 000

Fig.A.8 Multi-component data matrix for the 2 dimensional case. Each submatrix contains a pre-stack
monochromatic experiment for one source and receiver component.
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R, R}
R@)= | %0 9, (A1)
R‘l"P R\V‘V

which results into

- p- + p+ + pt+ + p+ + p+

P Py _ {prw *RoyPys  RyoPoy+ prw} _ A.12)
- p- + pt + p+ + p+ + p+

[P vo PwJ RyoPoo+ RyyPys  RyoPoy+ RyyPyy

It can be easily verified from equation (A.12) that for the reflection the conversion is properly
taken into account. Each matrix multiplication, which describes an interaction in the acoustic
case, has its multi-component counterpart in which conversions can be taken into account.

If also the S-waves polarized in the y-direction are taken into account in the descriptions for
multi-component data, the matrices become 3x3 matrices in stead of 2x2 matrices, yielding 9
submatrices per multi-component matrix, see also Wapenaar et al. (1990a).

A.3 MATRIX NOTATION FOR 3D DATA

In the case that a true 3D acquisition is carried out, it can also be captured in a 2D matrix nota-
tion, without violating the convolution properties being described by matrix multiplications.
This 3D matrix notation has been described by Kinneging et al. (1989).

For the 3D matrix notation, we suppose that the acquisition has been carried out on a rectangu-
lar grid in the x-y plane, as displayed in Fig. A.9. Suppose there are N, detector positions in
the x and N, detector positions in the y direction, yielding N,N, detectors per shot record. Also
suppose that there are N,N, shot record experiments, with each grid point being a shot posi-
tion once, and for each shot record at all N;N, detectors the signal is measured.

This results in (N,‘Ny)2 traces, which would describe a 5 dimensional data cube, instead of a 3
dimensional for the 2D acquisition case. In order to prevent 5 dimensional datasets, the 3D
measurements are combined in a 3D cube, similar to the 2D case. Again all traces are Fourier
transformed to the frequency domain, and data matrices per Fourier component are con-
structed. Each data matrix will now contain a full 3D acquisition for one Fourier component.
To do this, the data for all receivers in the x-y plane for one shot record experiment are stored
into one column of the data matrix, as shown in Fig. A.10. This is repeated for each source
position, resulting into rectangular matrices with dimension N,2.
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Fig.A.9 3D acquisition on a perfect grid in the x-y plane, with all grid points being receivers and each grid
point being a source position once.

This means that the matrix can be thought to consist of submatrices with dimension N, con-
taining a 2D experiment for all receivers of one line in the x-direction (for a fixed y-coordi-
nate) and the source varying along another line in the x-direction with a fixed y-coordinate.

With this matrix notation, one column corresponds with a common source gather and one row
with a common receiver gather. This guarantees that matrix multiplications now describe 2
dimensional spatial convolutions in the x- and y-direction. However, diagonals do not contain
common offset information anymore, except for the main diagonal.

IllIlllllllllllllllllllﬁl!!lll

submatrix containing 4-/
data for fixed y-coordinates
Jor both source and receivers

one 3D common
receiver gather

Busssnqesqugurprrganemanunnfennan

\’ane 3D shot record

Fig.A.10 A data matrix for a 3D acquisition on a grid in the x-y plane consists of a 2D submatrix for each
y-source coordinate and for each receiver y-coordinate. One column still describes a 3D shot record,
and one row describes a 3D common receiver gather.
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The nice feature about this matrix notation is that, as matrix multiplications still describe spa-
tial convolutions, all formulations for the 2D situation equally describe the 3D situation with-
out modification. Even the computer algorithms do not need to be adapted, going from 2D to
full 3D. Only the construction for the data matrices is different.




APPENDIX B

SOURCE, RECEIVER AND REFLECTION MATRICES

This appendix will focus on the descriptions for the wave field of ideal source and receiver
(array) responses, and how the corresponding matrices can be constructed. Also some opera-
tors related to the free surface are examined, with their expressions given in the wave number
domain, like the composition and decomposition matrices and the free surface reflectivity
matrices, which have been used in Chapter 2.

B.1 MONOPOLE AND DIPOLE RESPONSES IN HOMOGENEOUS MEDIA

B.1.1 Representation in the space and wave number domain

In Berkhout (1982) the expressions for the pressure wave field for a monopole or dipole pres-
sure source in a 2D or 3D homogeneous acoustic medium can be found, which have been
gathered in Table B.1. The variables distance r and angle ¢ are explained in Fig. B.1. It
appears that the expressions in the wave number domain are identical for both the 3D and 2D
situation. However, the definition of k, is different; for the 2D case k,=V(k?-k2), for the 3D
case k,=*/(k2—k,2—k,2).

monopoleldipole source

Fig. B.1 monopole or dipole source in a homogeneous medium.
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Table B.1  Expressions for monopole and dipole responses in a homogeneous acoustic medium.

3D 2D
monopole dipole monopole dipole
g ik 1+jkr _ikel  sovr(2) . 2)
X-() exact . 5—cos@ e 7| —jmH™ (kr) —jkncos@H,™ (kr)
T
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x-o far field | & 1L cosp eIk ’.—e"k‘ }l cosg eIk
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k.- exact -—e hal2! 2msign(z)e ikl -—€ klzl 2msign (z) e il
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It appears that the response of a dipole source, has a flat spectrum in the k.- domain (or
k,-k,-0 domain for the 3D situation) for k, (and k,) values in the range (-k,k), and that for the
response of a monopole source the amplitude in the k.-w domain (or k,-k,~0 domain)
increases with the absolute value of k, (and k,) for the range (-k.k). In Fig. B.2 the amplitude
spectrum in the k,-@ domain (2D situation) of a monopole and a dipole response are shown
related to three depth levels. It appears that the value outside the range (-k.k) decreases expo-
nentially with depth. These fast decaying waves are the evanescent waves, which have almost
disappeared for 100 m depth. Given the values for the velocity and frequency of 1500 m/s and
60 Hz respectively, 10 m corresponds to 0.4) and 100 m corresponds to 4A. The monopole
response has a square root singularity for k,=k.

300 10
250 8 —
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] |
150 H 1
4 "
100 : ; A i
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50+ ’J k A LN
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— Mk, —k
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Fig. B2 a) Amplitude spectrum of a monopole source for 60 Hz and a velocity of 1500 m/s in the k- domain
(for the 2D situation) at depth 0 m (solid line), 10 m and 100 m (dashed lines) b) Amplitude spectrum
of a dipole source for 60 Hz and a velocity of 1500 mis in the k,-@ domain at depth 0 m (solid line)
10 m and 100 m (dashed lines).
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B.1.2 Constructing the source matrix

To construct the source matrix from the k,- domain representations of the source (restricting
ourselves to the 2D case), the response is inverse Fourier transformed to the space domain. For
a downgoing wave field at z=0 of a dipole source , the k,-® domain response is equal to
21S(w), S(w) being the source signature. The space domain representation will be a scaled
spatial delta function, with a non-zero value only at the source position (diagonal element of
the source matrix). The value of the pulse depends on the frequency dependent signature S(w).
The space domain representation, after discretization, is stored in the column of the source
matrix, corresponding to the source position, as visualized in Fig. B.3. This procedure can be
repeated for each shot position.

Fourier transform
Jrom ky to x

> ky

source matrix

Fig. B.3 Construction of a source matrix. The k,-@ domain response is Fourier transformed to the space
domain, and the (discretized) result is stored into that column of the source matrix, that corresponds
with the lateral shot position,.

B.2 LINEAR DESCRIPTION OF ARRAY AND GHOST RESPONSES

B.2.1 Array responses

In the case that acquisition is done using arrays of sources or receivers, the response can be
predicted if a linear assumption is made. This means that the response of the total array can be
assumed to be the superposition of the responses of each individual element. For receiver
arrays this may be a valid assumption. For source arrays this linearity assumption is not valid,
due to the interactions of the sources (marine data). However, Ziolkowski (1982) showed that
any airgun array can be replaced by a new array with notional sources, for which the linear
assumption is valid again. Therefore, a linear description for both source and receiver arrays
can be applied in the k-0 domain.
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Suppose there are N array elements, each of which are at a relative position x; with respect to
the central array position, and each element has an frequency dependent amplitude of
Si(®).This results in a total response for the array D ,my(k;,0) of:

N -
Doy k) = Y S, (@) €755 . (B.1)

i=1

In Chapter 2 an example of a source and receiver array has already been shown. In general the
effect of the array becomes more noticeable for the higher frequencies, as the wave length
becomes shorter which means that the array length becomes relatively larger.

B.2.2 Ghost responses

The ghost operator is in fact an array in the z-direction, with two elements of opposite sign.
Therefore the ghost operator for a source at depth z,, below a water surface with reflectivity of
-1, is given by:

kb

D,(k,mz)=1- (B.2)

with, Az=lz.-z,, which is the expression related to depth level z=z,. For an expression related
to the surface z; an extra extrapolation has to be included, yielding:

D, 020) = (1—¢ 4% 4 (B.3a)
or, equivalently

Dk, 0z = &4 — 1% | (B.3b)
which can be written as

D, (k,,mz) = 2jsin(k,Az) . (B.3c)

For the receiver side there are similar expressions related to the receiver depth level z, with
Az=1z-74.

As an example, we just show the response of the ghost operator for varying depths, to see
when the dipole assumption is still valid for a monopole source with its ghost. Fig. B.4 shows
the response of a monopole source or receiver positioned 1, 5 and 10 m below the free surface
for frequencies 10, 20, 30, 40, 50 and 60 Hz. For the 1 m situation a perfect dipole response is
the result (Fig. B.4a) for the given frequencies. When the monopole is at 5 m depth (Fig. B.4b)
the response starts to slightly deform for the higher frequencies and small angles.
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Fig. B4 Ghost response for a unit valued monopole source or receiver positioned below the free surface.
a) Ghost response for 1 m depth. b) Ghost response for 5 m depth. ¢) Ghost response for 10 m depth.

For the 10 m depth situation (Fig. B.4c) the frequencies above 30 Hz have a serious deviation
from the dipole directivity. For small angles a reduction of the response is occurring. Note also
that with varying depth, the global amplitude of the ghost response is changing, as can be
observed from the horizontal amplitude axis in Fig. B.4. The shallower the depth, the smaller
the global amplitude of the response. Therefore a too small depth of the sources or receivers is
not desired in marine acquisition.

B.2.3 Total airgun array response

If the total airgun array response is to be calculated in the k,-o domain, the array response is
combined with the ghost effect and the response of a monopole, as each airgun (approxi-
mately) behaves as a pressure monopole source. This has been vizualized in Fig. B.5. In Chap-
ter 2 the downgoing source wave field has been gathered in the source matrix S+(zo), which
contains the inverse Fourier transform of the array response in the k,-® domain in its columns.
The basic airgun source signature S(w) is defined as the airgun response for k,=0 in the wave
number domain, or as the integration along the lateral coordinate in the space domain of the
aigun response. The remaining airgun array response, if the basic signature is separated from
the total response, has been defined in Chapter 2 by Dm,+(zo,zs). The basic source signature is
put on the diagonal elements of the matrix S(z,), resulting in '

§"(20) = Dy (20:2) Sz - (B.4)
In Chapter 2 the total normalized array response matrix Dm+(zo,zs) has been divided into

D+(zo,zs) and D, my(z,). Matrix D,,,(z,) describes the array response itself (upper part of Fig.
B.5) and D+(zo,zs) monopole response and the ghost effect (lower part of Fig. B.5).
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airgun signatures
Si(xi’w)

FT

include monopole
properties + ghost

~ e k=0
§* (K, 20,0) 538 (edkes SIM k,z, response for k,

x 2Siw)e , yields (o)

spatial bandlimitation
5
ST (nAx,zo,0) +
o ‘.;.:,S (nAXx,z,0)Ax
ls«o)

one column of D,y (202,)  one column of S*(z,)  diagonal elements of §(z,)

Fig. B.5 Total airgun array response consisting of the monopole response, the array effect and the ghost
effect. The matrices at the bottom correspond the matrices mentioned in Chapter 2.

B.2.4 Removing the array and ghost effects

For removing the array and ghost effects, equation (B.1) and equation (B.3b) have to be
inverted, and the Fourier transform of these operators from the wave number domain to the
space domain should be stored in the columns of the inverse source or receiver matrices.

Note that the inversion of the source and detector matrices via the k,-® domain is only allowed
if the properties do not vary (rapidly) from shot to shot record.

The inversion of the operators in the k,-@ domain should always be stabilized, to prevent
instabilities at notches in the spectrum.

For example, for the ghost operator the first notch appears when equation (B.3c) becomes
zero, i.e when k,Az=n=, or 2n(f/c)Azcos@=nx, n=0,1,2,3, .... For ¢=0 and c=1500 m/s and
f=60 Hz this appears when Az=A/2, i.e. Az=12.5 m. In Fig. B.4c, for Az =10 m, we see that the
notch is already appearing in the 60 Hz response. For 90° the response is always zero, which
means that with a deghosting procedure the highest angles cannot be completely recovered.
The deghosting operator in the k,-® domain reads:
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(D, 020} " = 1/2jsin(k,A2)] . (B.5a)
which can be best stabilized with a constant € on the amplitude:

{ D,k 0.20)} ! = -jsin(k,Az)/fe+ 2sin(k,Az)]. (B.5b)

B.3 REFLECTIVITY OF A THIN NEAR SURFACE LAYER IN THE Ky-(0 DOMAIN

In section 2.5 the thin surface layer situation has been described, in which the free surface in
combination with the thin layer is considered as one multiple generating system. The reflectiv-
ity of this thin layer system has been given by equation (2.29):

R w(z)) =R7(2)) + T (2)) W¥(z1,20) R (20) T (20,2y) - (B.6)

where R7(z;) described the reflection against the thin layer bottom from below, T+(zl)
describes the downward transmission through the first layer bottom, W+(zl,zo) contains the
propagation from the surface to the thin layer bottom, R™(z,) contains the free surface reflec-
tivity and finally T (zo,z;) describes the upward transmission through the first layer , including
the reverberations within this layer. In the k,-® domain (so for a flat thin layer), the equivalent
matrices read:

p2kz, 1 plkz, 2

R(k, 0z, = KTk, (B.7a)
T*k02)) =1 - R7(k,02) , (B.7b)
WHi,az,z0) = e oo TR (B.7¢)
R™(k,0zg) =1, (B.7d)

i‘_(kx,(o?z(),zl) = [1' W—(kxvco’z()’zl)l‘i+(kx’m’zl)“"’+(kxyu)szhzo)ﬁ—(kxaw7z())]_l
Wk 0z0z) T(kuwz).  (B.70)
with

Wk 020,21) = Wl 0,2,,20) (B.7f)
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RY(k,02) =—R7(k,,02,) ,
T (ky21) = 1 + R™(k,,29).

This yields for the total reflectivity against the thin layer system from below:

R (k0.2 +H W (ko a21,20))

li_m(kxvmvzl) = — e 0}
1+R (kx’mszl){ w (kxi(o,zhzo)]

(B.7g)

(B.7h)

B.8)

In Fig. B.6 the phase of the reflectivity operator li_m(k,,(n,zl) has been displayed for 3 values
of the thin layer thickness. Note that the absolute value of the amplitude is 1 for all angles, as
the thin layer reflects all energy. The density and velocity in the thin layer have been chosen to
be 1000 kg/m® and 1500 m/s, below this layer the density and velocity are 1700 kg/m® and
1800 m/s. Note the varying character for this reflectivity operator as a function of the thick-
ness. If the thickness approaches zero, the phase will move to 180° for all angles of incidence.

180———— : - v
E Z‘-_:;b’”l E ."'/- !
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0 E N z=20m f.’ /
v |
A p— T T T S
90 60 30 0 30 60 90

Fig. B.6 Phase of the reflectivity operator for a thin layer system as a function of angle. The operator has

been displayed for 3 thicknesses of the thin layer.

B.4 COMPOSITION AND DECOMPOSITION OPERATORS

In Chapter 2 the relations between the total traction and particle velocity field and the up- and
downgoing P- and S-wave potentials have been defined in equations (2.35) and (2.36), which

read equivalently in the k,-® domain:
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-~ ~4 = ~ +
l::r:l = L‘Z =~ .1.-[ (B 9)
-~ .~ — - A
VoL Ly |1
and
~ 4+ ~ 4+ ~ | [~
I _ M M ﬂ (B.10)
] My M| WY
in which
* f_i‘= ('ixz, T,,) T is the multi-component traction field vector,

SI= (\~’x, \~/z) T is the multi-component particle velocity field vector,
e e_ -_ T
II =(® ,¥ ) isthe upgoing potential field vector and
R o L . .
* 1 =(® ,¥ ) isthedowngoing potential field vector.

For a 3D description, the multi-component vectors consist of 3 components, see Wapenaar and
Berkhout (1989). The expressions for the sub-matrcies in equations (B.9) and (B.10) can also
be found in Wapenaar and Berkhout (1989), and read in the 2D situation:

- (k3-K?)
~1 _ i k + - -
Li=51 ™ k,s |- (B.11a)
ikz,P l(x
- tk k, p, —(k%-2k2
L =-4 Rl (ks =2k (B.11b)
o% | (kj-2k2) #2kk, g
2 2
o , (k§—2KD)
v ¥ T kp
M =~ , (B.11c)
20l _(ki-2kd)
t— 2k,
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tk
+ k ; !
vt = 1 Xup
My =—3 * L (B.11d)
-1 0 X
z,S

In these expressions kp=0/cp, with cp the velocity of the P-waves, kg=w/cg, with cg the velocity
of the S-waves, k, p=V(kp?-k,?) and k, s=V(ks>-k,2).

B.5 ELASTIC FREE SURFACE REFLECTIVITY OPERATORS

In Chapter 2 the expressions for the free surface reflectivity operators for different descrip-
tions of the wave field have been given, see section 2.6.4. If the wave field is described in
terms of tractions, the free surface reflectivity matrix is simply a negative unit matrix (see
equation (2.65)):

Ri@zo)=-1. (B.12)

For a description in down- and upgoing P- and S-wave potentials, the free surface reflectivity
operator is given by (see equation (2.60a)):

Rp(zo) =—[L} @] Ly - (B.13)

In the k,-( domain the elastic free surface reflectivity matrix in terms of P- and S-wave poten-
tials can be found using equations (B.11a) and (B.11b):

Rgp Rgs
1 4%k, pk, s — (k2-2k)7 Ak, 5 (K2 -2Kk2)
Ak, phy s+ (R3-2kD)7 | 4Kk, p (3 -2K3)  4k%k, pk, s~ (12— 2k2)2
(B.14)

Note that the density of the medium does not influence the free surface reflectivity. Also note
that the reflectivity for P to P-wave and S to S-wave reflection is identical as a function of k..
As a function of the angle of incidence, the two reflectivity operators are different.
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Fig. B.7 Real part of the free surface reflectivity as a function of k, for a medium with P-wave velocity of
2400 mls and an S-wave velocity of 1400 m/s. a) P to P-wave reflection b) S to P-wave reflection
¢) P to S-wave reflection d) S to S-wave reflection.
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Fig. B.8 Real part of the free surface reflectivity as a function of angle of incidence for a medium with P-wave
velocity of 2400 m/s and an S-wave velocity of 1400 mis. a) P to P-wave reflection b) S to P-wave
reflection c) P to S-wave reflection d) S to S-wave reflection.
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As an example the (real part) reflectivity operators for the free surface with a P-wave velocity
being 2400 m/s and an S-wave velocity of 1400 m/s are displayed in Fig. B.7. The velocities
are corresponding to the first layer in the elastic example of Chapter 4. To construct the reflec-
tivity matrices in the space domain, the operators are Fourier transformed from k, to x and
stored in the columns of the matrix. If the medium velocities near the surface do not vary later-
ally, all columns are identical. Optionally, the range of k,-values outside (-kg,kg), which is not
used for propagating waves, can be used to adapt the reflectivity operator to a smooth one, in
order to make the x-domain operator as short as possible.

Using the P- and S-wave velocities, the k,-axis can be transformed to an angle axis. Fig. B.8
shows the same reflectivity operators, but as a function of the angle of incidence. Here we see
that the P-P and the S-S reflection are not identical.

From (B.14) can be concluded that the free surface reflectivity only depends on the ratio of the
P-wave and S-wave velocity. If the top of the subsurface consists of a so-called weathered
layer, the ratio of the P- and S-wave velocities (which is normally in the range of 1.5 to 2) can
be increased to even 4. Therefore, also an example of the elastic free surface reflectivity for a
P- to S-wave ratio of 4 is shown in Fig. B.8. The P to P-wave reflection is almost -1 over the
whole range of angles. Consequently, the amplitudes of the conversion reflectivities are also
smaller than in the previous example. As the P- and S-wave: velocity ration is that large, the
critical S-wave angle is at 14.5°.
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Fig. B.9 Real part of the free surface reflectivity as a function of angle of incidence for a medium with P-wave
velocity of 800 mis and an S-wave velocity of 200 mis.a) P to P-wave reflection b) S to P-wave
reflection c) P to S-wave reflection d) S to S-wave reflection.
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SUMMARY

In seismic processes such as migration and inversion, the input data is assumed to consist of
primary reflections only. Therefore, multiple reflections should be removed in one of the
pre-processing steps.

It is not always realized that the free surface acts as the major multiple generating interface.
Therefore, removing the surface-related multiples will solve the multiple problem to a large
extend.

This thesis starts with an overview of the most popular multiple elimination methods, being
predictive deconvolution, velocity filtering and wave field based dereverberation. Next, the
newly developed surface-related multiple elimination method is introduced. If the subsurface
structures are complex and/or if velocity discrimination is not possible and/or if true pre-stack
primary amplitudes are desired, the surface-related method is to be preferred. Furthermore, if
the target is rather deep in the section (say below 2s) the multiple problem is often not defined
by reverberations in the first layer, but by other surface-related multiples. In that situation, the
surface-related multiple elimination method is the only method to be used.

The surface-related multiple elimination method is derived as an inversion process on the seis-
mic surface data. An inverse operator is applied to the data, the operator parameters being
determined by the free surface reflectivity and the source and receiver characteristics. Applica-
tion involves pre-stack convolutions of the seismic data with itself. No knowledge about the
subsurface is required.

In a first step the source and receiver array effects are optionally removed and the data is
decomposed into an upgoing response due to a downgoing source wave field. The source sig-
nature is estimated in a true amplitude sense by applying the surface-related multiple elimina-
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tion process adaptively. As a criterion to decide whether the multiples have been optimally
removed, the energy in the output is used.

The theory for surface-related multiple elimination can be extended to the elastic case, using
multi-component data. Similar to the acoustic case, after removing the source and receiver
characteristics, decomposition into down- and upgoing elastic wave fields is applied. By
including the elastic reflectivity of the free surface, all surface-related multiples and conver-
sions can be eliminated.

The surface-related multiple elimination procedure in the acoustic mode (marine data) yields
very good results on both simulated as well as field data. In the elastic mode (land data) good
results have been achieved on a simulated multi-component data set.

An important advantage of surface-related multiple elimination is the fact that no information
about the subsurface is required to eliminate all surface-related multiples. The data itself con-
tains implicitly all information to accurately predict the surface-related multiples.

A disadvantage of surface-related multiple elimination is the large amount of calculations that
have to be applied; it is comparable to pre-stack redatuming. Another disadvantage is the fact
that the result of the surface-related multiple elimination process depends on the input data
quality, i.e. any missing or extra events in the data are translated in a wrongly predicted multi-
ple field. However, this can be overcome by applying a pre-processing step that removes
direct waves and carefully generates missing traces by inter- or extrapolation.

For more or less one dimensional subsurfaces, the method can be applied to individual CMP--
gathers. In this CMP-variant the CMP-gathers are assumed to be shot records in a (approxi-
mately) horizontally layered medium. It allows application of the method in the wave number
or slowness domain. In those domains matrix multiplications (corresponding with lateral con-
volutions) reduce to scalar multiplications. A speed up of about a factor 10 can be expected for
practical applications. The CMP-variant shows acceptable results for a field data set that has
been recorded in the North Sea.

The results in this thesis show that the surface-related multiple elimination process (including
pre-processing) solves the seismic signal-to-noise problem to a very large extend.




SAMENVATTING

In seismische processen, zoals migratie en inversie, wordt de input data verondersteld alleen
uit primaire reflekties te bestaan. Multiple reflekties dienen daarom verwijderd te worden in
€én van de voorbewerkingsstappen.

Het is niet algemeen bekend dat het vrije aardopperviak de belangrijkste multiple generator is.
Daarom zal het verwijderen van de multiples die door het vrije aardoppervlak gegenereerd
worden (“oppervlakte multiples”), het multiple probleem voor het grootste gedeelte oplossen.

Dit proefschrift begint met een overzicht van de meest gebruikte multiple eliminatie metho-
den: prediktieve deconvolutie, snelheid gebaseerde filtering en golfveld gebaseerde derever-
beratie. Daarna wordt de nieuw ontwikkelde opperviakte-multiple eliminatie methode
geintroduceerd.

Als de strukturen in de ondergrond ingewikkeld zijn en/of de scheiding op basis van snelheid
niet mogelijk is en/of nauwkeurige pre-stack amplituden in de primaire reflekties gewenst
zijn, heeft de oppervlakte-multiple eliminatie methode de voorkeur. Als bovendien de reflek-
ties van de interessante strukturen zich vrij diep in de seismische sectie bevinden (zeg boven
de 2 s), dan wordt het multiple probleem vaak niet bepaald door de reverberaties in de eerste
laag, maar door de overige opperviakte-multiples. In dat geval is de oppervlakte-multiple
eliminatie methode de enige oplossing.

De nieuwe multiple eliminatie methode kan worden afgeleid als een inversie proces voor de
seismische data. Een inverse operator wordt toegepast op de data, waarbij de parameters van
deze operator bepaald worden door de reflektie eigenschappen van het vrije oppervlak en door
de bron- en ontvangerkarakteristicken. Toepassing van de methode omvat pre-stack convo-
luties van de seismische data met zichzelf. Hierbij is geen enkele informatie van de onder-

grond nodig.
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In een eerste stap wordt er, indien noodzakelijk, voor de bron en ontvanger array-effekten
gecorrigeerd en wordt de data vertaald in een opgaand gereflekteerd golfveld ten gevolge van
een neergaand bronveld. Door vervolgens de multiple eliminatie methode adaptief op de
resulterende data toe te passen kan het bronsignaal geschat worden met de correcte amplitude
schaling. Hierbij wordt de totale energie van het resultaat na multiple eliminatie gebruikt als
kriterium om te beslissen of de multiples optimaal geélimineerd zijn.

De theorie van de nieuwe multiple eliminatie methode kan uitgebreid worden voor de
elastische situatie (landdata), gebruik makend van multi-component data. Zoals ook in het
akoestische geval gedaan wordt, vindt na het verwijderen van de bron- en ontvangerkarakter-
istieken een decompositie plaats in neer- en opgaande golfvelden. Als ook de elastische reflek-
tie eigenschappen van het vrije oppervlak worden meegenomen, kunnen alle oppervlakte-
multiples en conversies ge€limineerd worden.

De nieuwe multiple eliminatie methode in de akoestische variant (voor marinedata) levert zeer
goede resultaten op zowel gesimuleerde als echte data. In de elastische variant (voor land-
data) zijn goede resultaten verkregen op een gesimuleerde multi-component dataset (finite dif-
ference data). De evaluatie op echte landdata heeft nog niet plaatsgevonden.

Een belangrijk voordeel van de nieuwe multiple eliminatie methode is het feit dat geen enkele
informatie over de ondergrond nodig is om alle oppervlakte multiples te verwijderen. De data
zelf bevat impliciet de noodzakelijke informatie om nauwkeurig alle oppervlakte multiples te
voorspellen.

Een nadeel van de nieuwe multiple eliminatie methode is de grote hoeveelheid berekeningen
die gedaan moet worden, vergelijkbaar met pre-stack redatuming. Een ander nadeel is het feit
dat het resultaat van het multiple eliminatie proces afhangt van de kwaliteit van de input data;
elk missend of extra event in de data wordt vertaald in verkeerd voorspelde multiples. Dit kan
echter voorkomen worden door een voorbewerkingsstap op de data uit te voeren waarbij het
direkte veld verwijderd wordt en de missende informatie nauwkeurig wordt opgevuld met
behulp van interpolatie- of extrapolatietechnieken.

Als de ondergrond min of meer ééndimensionaal is kan de nieuwe methode ook toegepast
worden op individuele CMP-gathers. In deze CMP variant worden de CMP-gathers als schot
registraties van een (bij benadering) horizontaal gelaagd medium verondersteld. Op deze
manier kan de procedure in het golfgetal- of ray-parameterdomein worden uvitgevoerd. In deze
domeinen vereenvoudigen de matrix vermenigvuldigingen in het plaatsdomein (die overeen-
komen met laterale convoluties) tot scalaire vermenigvuldigingen. Op deze manier kan een
verbetering in rekentijd met ongeveer een faktor 10 verwacht worden. De toepassing van de
CMP-variant op een dataset uit de Noordzee laat bevredigende resultaten zien.

De resultaten uit dit proefschrift laten zien dat eliminatie van de, door het aardopperviak gege-
nereerde, multiples het probleem van de seismische signaal-ruis verhouding grotendeels
oplost.
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